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Abstract

Dealing with opaque algorithms, the frequent overlap between transparency and explain-
ability produces seemingly unsolvable dilemmas, as themuch-discussed trade-off between
model performance and model transparency. Referring to Niklas Luhmann’s notion of
communication, the paper argues that explainability does not necessarily require trans-
parency and proposes an alternative approach. Explanations as communicative processes
do not imply any disclosure of thoughts or neural processes, but only reformulations that
provide the partners with additional elements and enable them to understand (from their
perspective) what has been done and why. Recent computational approaches aiming at
post-hoc explainability reproduce what happens in communication, producing explana-
tions of the working of algorithms that can be different from the processes of the algo-
rithms.
Keywords: Explainable AI; transparency; explanation; communication; sociological sys-
tems theory.

Acknowledgements

This work was supported by the EuropeanResearchCouncil (ERC) under AdvancedRe-
search Project PREDICT no. 833749, and by the German Research Foundation (DFG)
within the framework of The Collaborative Research CentreConstructing Explainability.
My thanks to the participants in the conference ExplainingMachines at Bielefeld Univer-
sity on June 23-24, 2022, where this paper was presented. For their helpful comments,
criticisms, and suggestions I am grateful to Fabian Beer, Dominik Hofmann, David Stark
and the anonymous reviewers of Sociologica.

*  elena.esposito9@unibo.it

Copyright © 2022 Elena Esposito

The text in this work is licensed under the Creative Commons BY License.

https://creativecommons.org/licenses/by/4.0/

17

https://doi.org/10.6092/issn.1971-8853/15804
https://orcid.org/0000-0002-3075-292X
https://creativecommons.org/licenses/by/4.0/


Does Explainability Require Transparency? Sociologica. V.16N.3 (2022)

1 The Barrier of Explainability

The more and more pervasive, powerful and effective role of digital technologies in our social
life is making a non-technological topic increasingly central: the issue of explanation. The lat-
est algorithms that employ advanced machine learning techniques and use big data produce
results that are increasingly difficult for their users to understand, creating serious problems of
trustworthiness, transferability and control— as well as concerns about the fairness and appro-
priateness of the use of their results. One would then want to be able to explain their processes,
and this is what the recent and very active branch of Explainable Artificial Intelligence (XAI)
is about. The research is mainly carried out by programmers and computer scientists, but the
underlying problem is not only technological. It is primarily a matter of understanding what
explanations are and how they work: what is meant by explanation, for whom, and of what1?

These questions are primarily addressed by philosophy, psychology, and sociology, which
have been dealing with them for a long time (e.g., Miller, 2019). Philosophical research has
investigated the logical form and the assumptions of explanations (Hempel, 1966; vonWright,
1971; Pearl & Mackenzie, 2018), while psychology has analyzed the cognitive processes in-
volved in explanations (Heider, 1958; Malle, 1999). When it comes to the practical use and
the impact of algorithms in our society, however, the key contribution should come from so-
ciology, whose perspective is singularly absent from the XAI debate.2 This paper aims to con-
tribute to filling this gap by addressing one of the key issues concerning the obscurity of algo-
rithms: the difference between transparency and explainability. As elaborated in more detail
in the following pages, the frequent overlap between transparency and explainability produces
seemingly unsolvable dilemmas, which the sociological perspective can help to clarify andman-
age more productively.

The advantage lies first of all in thepossibility of turning a seemingly insoluble problem into
an opportunity—for programming techniques, but also for the social use of algorithms. Read-
ing the literature onXAI, one has the impression that it faces an insurmountable difficulty: the
“barrier of explainability” (Arrieta et al., 2020, p. 82) of the latest self-learning algorithms, pri-
marily Deep Neural Networks. They have become extremely effective and powerful, but also
so sophisticated, complex and autonomous that almost no human intervention is required for
their design and deployment. These systems depend on the use of distributed representations
(LeCun et al., 2015) on many distinct hidden layers, which work independently of each other.
The role of any particular feature of the input variables can be very different at any level, and it
becomes impossible to identify general cause and effect relationships. It is therefore advisable
to abandon the idea of trying to understand how a deep neural network works as a whole by
understandingwhat the individual layers do (Frosst&Hinton, 2017). Machinesworkby them-
selves, and their output is often impossible for human observers to reconstruct (Goodfellow et
al., 2016; Burrel, 2016; Gilpin, 2018). Such black-box models are intrinsically impenetrable, or
opaque, to their users, and the very programmers who designed them can be unable to under-
stand how the algorithms get at their results. According to this approach, human observers can
atmost propose remedies or suggestions to deal with systems that remain basically unexplained.

The “barrier” to observation has considerable practical consequences, since these opaque
techniques are the ones underlying the recent “spring” of AI by enabling machines to achieve
amazing performances and give the impression that they have finally become intelligent (Es-

1. A difficulty often complained of is that there is no agreement among scholars and across disciplines on what
an explanation precisely is (e.g., Vilone & Longo, 2021; Coeckelbergh, 2020).

2. Besides occasional references to Grice’s (1975) conversational maxims.
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posito, 2022, Ch. 1). As David Weinberger (2018) argues, requiring an explanation from
such incomprehensible intelligent agents could amounts to “forcing the AI to be artificially
stupid enough for us to understand how it arrives at its conclusions.” What then can be the
task ofXAI?Does the barrier of explainability of intelligent automated systems imply then that
XAI should aim at artificial stupidity? This is certainly not an encouraging perspective. The
dilemma is often presented as a trade-off between model performance and model transparency
(Arrieta et al., 2020, p. 83; Doshi-Velez & Kim, 2017; Montavon et al., 2018; Rudin, 2019;
Busuioc, 2020): if you want to take full advantage of the intelligence of the algorithms, you
have to accept their unexplainability — or find a compromise. If you focus on performance,
opacity will increase — if you want some level of explainability you can maybe better control
negative consequences, but you will have to give up some intelligence.3

This is where the sociological perspective canmake a contribution and change the terms of
the question, showing that this somewhat depressing approach to XAI is not the only possible
one. Explanations can be observed as a specific form of communication, and their conditions
of success can be investigated. This properly sociological point of view leads to question an
assumption that is often taken for granted, the overlap between transparency and explainability:
the idea that if there is no transparency (that is, if the system is opaque), it cannotbe explained—
and if an explanation is produced, the systembecomes transparent. From the point of view of a
sociological theory of communication, the relationship between the concepts of transparency
and explainability can be seen in a different way: explainability does not necessarily require
transparency, and the approach to incomprehensible machines can change radically.

2 Explaining Black Boxes

To illustrate this change in perspective, it is first necessary to define the two notions of trans-
parency and explainability in the context of an interaction between the user and the opaque
machine. What can be done to manage the barrier, and who should do what?

Transparency or interpretability (the two terms are often used interchangeably: Lipton,
2018; Bibal et al., 2021) refers to an inherent “passive” (Arrieta et al., 2020, p. 84) characteris-
tic of some systems, that do nothing and perform no additional operations. Such systems are
inherently made in a way that is accessible to their users. If humans have enough information
and skills, they can know what the machine does and why, and act accordingly. In computer
science, people talk ofmodels interpretable-by-design,4 and sometimes invite to privilege trans-

3. If one looks at the tradition of computer science, however, this opposition between opacity and transparency
is really curious. For a long time, in fact, transparency was pursued not to enable users to look inside systems
(against opacity) but to make them invisible to their users. A computer programwas said to be transparent if
the user was unaware of it (e.g. https://www.techtarget.com/whatis/definition/transparent) — that is, if it
worked so well that one was oblivious to its intervention. In sociological perspective as well, Luhmann (1997)
spoke of computers as “invisiblemachines” (p. 117). According toLatour (1999) precisely themost successful
technologies tend to become increasingly obscure: for which of us is understandable how our cars or washing
machines work? Obscurity and transparency, in this sense, were not opposed: themore transparentmachines
are, the more they can remain obscure. Today, however, recent developments in algorithmic technologies
make the issue of transparencymore challenging. If themachine remains obscure to everyone (if it is opaque),
being oblivious of its working might mean giving up control — and is obviously risky.

4. Via algorithmic transparency (when the users are able to follow the processes performed by the algorithm
to produce the output from the input), via decomposability (when they understand input, parameters, and
calculations separately), or via simulatability (when human beings are able to reproduce the operations).
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parency in systems programming (Robbins, 2019; Rudin, 2019). The opposite are black boxes
systems, which are not accessible to users (Buhrmester et al., 2019; Pasquale, 2015).

Explainability, on the other hand, does not refer to an intrinsic characteristic of the systems
but to the “active” behavior of some of them that have procedures to provide users with expla-
nations of their workings (Arrieta et al., 2020, p. 84). Explainable is a system that is made (or
makes itself) understandable5 —which does not imply that it is or becomes transparent. The
goal of explanation is not to give full access to the operations, criteria and elements by which
the machine operates, which can remain obscure. The goal is understandability, defined in a
way that does not imply transparency (Ananny & Crawford, 2018): it “denotes the character-
istic of a model tomake a human understand its function—how themodel works—without
any need for explaining its internal structure or the algorithmicmeans bywhich themodel pro-
cesses data” (Arrieta et al., 2020, p. 84). In thismeaning, amodel is understandable to someone
if that user can make sense of it, in her way and according to her capacities and interests. It is
sufficient that the human observer understandswhat the algorithmdoeswell enough to be able
to elaborate, control and possibly contest its results.

Explainability in this sense does not exist “passively” per se — the system must “actively”
do something to be understandable.6 To this end, not only is transparency not necessary, but
it can also be an obstacle. As Bucher (2018) argues, intelligibility does not necessitate opening
the black box, because “too much information may blind us from seeing more clearly and, ul-
timately, from understanding” (p. 46). The impossibility of seeing inside the black box is not
necessarily an “epistemological limit,” but rather the stimulus to develop “more efficient meth-
ods of research” (Von Hilgers, 2010, p. 43). This would be the task of XAI, that according to
this approach does not manage the unavoidable obscurity of algorithms but addresses an open
research issue: how to develop techniques not to increase transparency but to increase control,
because “we do not need to know everything in order to control” (VonHilgers, 2010). The ob-
scurity of algorithmic procedures, which is obviously very problematic for their acceptance by
the public, can be seen from a computational point of view not as a problem but paradoxically
as an advantage: by disengaging from the burden of comprehensibility, their working can be
more accurate and efficient (Shmueli, 2010).

The strategy for explainability would then be different from the search for transparency,
and in fact many projects on explainable AI are recently taking a different approach, compati-
ble with the radical obscurity of algorithmic processes. Somewhat contradictory to their name,
recentXAIprojects are not concernedwithmachine intelligence. Rather, the goal is to produce
a communication between the algorithm and the user, in which themachine allows the users to
exercise a form of control by providing responses that take as input its partners’ ever-changing
requests for clarification (e.g., Cimiano et al., 2010; Rohlfing at al., 2021). The machine must
be able to participate in ameta-communication (Bateson, 1972; Luhmann, 1997): a communi-
cation about communication, thatmay have as its object the processes of themachine, the data
it processes or the parameters it uses. The goal is not, and cannot be, that these processes and
the intelligence of the machine become transparent to the users, but that the users can make
sense of what the machine conveys about its processes, data and parameters in such a way that
a form of control can be applied. As Bibal et al. (2021) argue:

it is not necessarily required to provide an interpretable representation of a mathe-
matical model, but most importantly to provide a train of thought that can make

5. Gilpin et al. (2018) analyze “Explanation-Producing Systems”.
6. O’Hara (2020) speaks of “explanation as a process”.
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the decision meaningful for a user (i.e. so that the decision makes sense to him).
(pp. 167–168)

Machines must be able to produce adequate explanations by responding to the requests of
their interlocutors.7 This is actually what happens in the communication with human beings
as well. I refer here to Niklas Luhmann’s (1995) notion of communication, which abandons
the tradition that draws on Shannon andWeaver (1949) and subsequent elaborations (e.g., Eco,
1975). Whereas in this tradition communication requires the sharing of a thought or part of
a thought among the participants, Luhmann argues that there is no unit of information that
moves from one end of communication to the other one and can be shared — each person’s
thoughts remain only their own. Everyone constructs their information and thoughts in their
own way, differently from each other, but in communication does so starting from the stimuli
provided by the partners and their intention to communicate. Each of us, whenwe understand
a communication, understand in our own way what the others are saying or communicating,
and do not need access to their thoughts. In this view, the mutual intransparency of the part-
ners is not a liability but the normal condition of communication, allowing each participant
to develop their own specific thoughts from the thoughts of others, in a coordinated but au-
tonomous way.

Social structures such as language, semantics, and communication forms normally provide
for sufficient coordination (Luhmann, 1997, Ch. 2), but perplexities may arise, or additional
information may be needed. In these cases, we may be asked to give explanations — the pur-
pose of which is that the recipient understands our communication and is able to make sense
of it. In Charles Tilly’s words, it is a matter of answering the question “Why?” giving reasons
for what people “have done, for what others have done to them, or more generally or what
goes on in the world” (Tilly, 2006, p. IX). One reacts to a communication problem with an-
other communication, which takes the form of an explanation and must be understandable
and credible. Onemust give reasons, and reasons giving is a social activity, that varies from one
social situation to another and provides the appropriate information for each of them (Tilly,
2006; Bibal et al., 2021). But what information do we get when we are given an explanation?
We continue to know nothing about our partner’s neurophysiological or psychic processes —
which (fortunately) can remain obscure, or private. To give a good explanation we do not have
to disclose our thoughts, even less the connections of our neurons (Tilly, 2006). We can talk
about our thoughts, but our partners only know of themwhat we communicate, or what they
can derive from it. We simply need to provide our partners with additional elements, which
enable them to understand (from their perspective) what we have done and why.

Explanations offer “alternative descriptions” of the ongoing communicative situation
(Wright Mills, 1971, p. 905) or, in Luhmann’s terms (1990), “reformulations with the added
benefit of better connectivity” (p. 410). The sender produces a new communication that
provides additional elements related to the partner’s specific request and needs. Reasons
are given, which can take different forms and whose appropriateness depends on the social
setting: Tilly (2006) lists conventions, stories, codes, and technical accounts. The process is
entirely communicative: we do not need transparency as access to the brains or the minds
of our interlocutors — we only need to get clues that allow a specific communication to
move forward in a controlled, non-arbitrary way. An explanation is successful if the partner
understands enough to respond, object, elaborate.

7. Not necessarily in verbal form. As we will see later, communication can make use of written or oral texts,
visualizations, or other means.
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3 Programming Explanations

One difficulty with the common approach to explanation is that it frequently reproduces the
double standard often adopted in the interaction with machines vis-à-vis the interaction with
human partners: algorithms are required to illuminate the cognitive processes that lead to their
conclusions (Zerilli et al., 2018; Roscher et al., 2020), while in the case of humans one is satis-
fied with descriptions and rationalizations that leave the black box of the partner’s mind and
brain obscure. In the legal field, for example, explainability requirements “are stronger when
the decision-making process is completely automated” (Bibal et al., 2021, p. 150). The soci-
ological approach abandons this double standard and adopts a more realistic attitude toward
machines: also interacting with algorithms it is not necessary to know the causes, which are
notoriously a problem even dealing with the processes of the human mind (Kahneman et al.,
1982; Pearl & Mackenzie, 2018), and all the more so when dealing with a radically different
mode of functioning (Shmueli, 2010). It is sufficient to obtain reasons that are understand-
able to the user. The goal is to make machines, opaque or not, produce “reformulations” of
their processes that match the demands of their interlocutors and allow them to exercise the
form of control appropriate to the context. Different users in different contexts get different
explanations, that enable them to explore, verify, contest what the machine has done.

This seems to be also the purpose of the European Commission’s recent proposal
(28.9.2022)8 to manage the social consequences of the opacity of algorithms.9 The proposal
intends to update AI liability to include cases involving black box AI systems that are so
complex, autonomous and opaque that it becomes difficult for victims to identify in detail
how the damage was caused. As the GDPR (European Union, 2016) declares, however, recip-
ients of automated decisions must “be able to express their point of view and to contest the
decision” (Art. 22.3). The goal of the directive is to eliminate the legal uncertainty associated
with black box algorithms10 by abandoning the requirement of transparency and opting for
a “presumption of causality” in cases of opacity (Art. 4) — in practice, requiring convincing
explanations. Even when harm is produced by an intransparent algorithm, the company
using it and the company producing it must respond to requests and explain that they have
done everything necessary to avoid the problems — enabling the recipients to challenge their
decisions. As already stated earlier, though, the companies using the algorithms have to deliver
motivations, not “a complex explanation of the algorithms used or the disclosure of the full
algorithm” (European Data Protection Board, 2017, p. 25).

Also in the technical field, several recent reflections on XAI seem to go more or less explic-
itly in this direction, moving away from the goal (or illusion) of transparency. According to
Gunning (2017), for example, “XAI will create a suite of machine learning techniques that
enables human users to understand, appropriately trust, and effectively manage the emerging
generation of artificially intelligent partners.”11 Arrieta et al. (2020) observe that human be-

8. https://ec.europa.eu/info/business-economy-euro/doing-business-eu/contract-rules/digital-contracts/
liability-rules-artificial-intelligence_en

9. According to Bibal et al. (2021, p. 156), legal obligations on explainability pursue two main objectives. The
first one is to allow the recipients of a decision to understand its rationale and to act accordingly. The sec-
ond one is to allow the public authority to exercise a meaningful effective control on the legality of decisions
(European Commission, 2020, p. 14).

10. On the responsibility gaps caused by AI-systems see Beckers & Teubner (2021).
11. See also Gilpin (2018): explainable models “are able to summarize the reasons for neural network behavior,

gain the trust of users, or produce insights about the causes of their decisions.”
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ings are not all the same, and what is understandable for some users may remain obscure for
others. One must take into account the specific audience, or what Langer et al. (2021) call the
stakeholders: various groups of people in different situations, with different competences and
different interests in the results of the artificial processing of data. The definition of Explain-
able AI is then integrated as follows: “Given an audience, an explainable Artificial Intelligence
is one that produces details or reasons tomake its functioning clear or easy to understand” (Ar-
rieta et al., 2020, p. 85) —where clarity does not necessarily imply transparency.

What does this mean concretely? Once the idea (or the possibility) of transparency-by-
design is abandoned and the inevitable obscurity of models is accepted, several approaches aim
at post-hoc explainability, having the algorithms reproduce what happens in communication
(Lipton, 2018). The processes by whichwe explain our actions and decisions are separate from
those by which we make them. First we act and then, if required, we produce explanations fit-
ting the needs of our partners. In Wright Mills’ words (1940), we produce “additional (or ‘ex
post facto’) lingualizations” (p. 907) reacting to the requests by others — or other ex post ex-
planations using non-verbal tools: gestures, images, various kinds of evidence. Similarly, in the
field of XAI, designers are training programs to produce explanations that reformulate a pos-
teriori how algorithms work. As effective explanations do not require that our partner gets to
know the operations of our neurons in human communication, in the same way the processes
that produce explanations of the work of the algorithms can be different from the processes of
the algorithms. Summarizing a growing trend in research (Guidotti et al., 2018; Mittelstadt et
al. 2019), Bibal et al. (2021) define explainability as “the capacity of a model to be explainable
by using methods that are external to the black-box model” (p. 150). Explanations may use,
for example, machine-produced verbal arguments, visualizations, local tools such as salience
maps, examples, simplifications or feature relevance. All these techniques have the purpose to
allow the user to autonomously make sense of the results of the machine, producing informa-
tion that may, and in most cases will, be different from the one used by the machine (Esposito,
2022, Ch. 3).

Obviously, the explanations provided, being formulated in response to the requests of the
communication partner, will be different for each interaction, i.e., automatically tailored to the
specific audience—whowill understand, or not understand, what they can, according to their
skills and expertise. What the user understands of the explanations of the machine, in any case,
need not be the processes of the machine.

4 Conclusions

By integrating the sociological perspective into the XAI debate, the issue can be reframed in
such a way that the painful trade-off between model explainability and model performance
need not be taken for granted, and a more positive approach becomes possible. Explanations
do not need to affect the process of the machines and do not have to reduce their performance.
The need and the ability to provide explanations arises at a second stage, after the systems have
performed their operations and achieved their results — post-hoc. To provide an explanation
for its processes, AI systems do not have to becomemore stupid— they must learn to commu-
nicate (Esposito, 2022).

As a consequence, however, the scope and claims of XAI also change. The goal of its re-
search is only tomake possible an effectivemeta-communication between users and algorithms,
which allows for control even under opaque conditions. That is, the goal is to provide expla-
nations, which are only communications. That the explanation provided by the algorithms is
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successful, however, in no way implies that the use of the results of the work of the algorithm
will be successful. It only means that users canmake sense of what the machine communicates
to them, not that they use it in the right way. Explainable AI gives no guarantee forResponsible
AI inquiringwhether the results of the explanations and the related understanding lead to ben-
eficial effects or deleterious social consequences (e.g. Theodorou &Dignum, 2020; Mikalef et
al., 2022). This important issue does not concern Explainable AI and is of course completely
open (Keenan & Sokol, 2023).
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