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Abstract

This short introduction presents the symposium ‘ExplainingMachines’. It locates the de-
bate about Explainable AI in the history of the reflection about AI and outlines the issues
discussed in the contributions.
Keywords: Explainable AI; inexplicability; transparency; explanation; opacity; contesta-
bility.

*  elena.esposito9@unibo.it

Copyright © 2022 Elena Esposito

The text in this work is licensed under the Creative Commons BY License.

https://creativecommons.org/licenses/by/4.0/

1

https://doi.org/10.6092/issn.1971-8853/16265
https://orcid.org/0000-0002-3075-292X
https://creativecommons.org/licenses/by/4.0/


ExplainingMachines Sociologica. V.16N.3 (2022)

The reflection about AI did not originate with computer scientists. Cybernetics, where it
all began, was invented by Norbert Wiener (1948), who was first of all a philosopher, and de-
veloped in the interdisciplinary debates of the Macy Conferences, which involved anthropolo-
gists, psychologists, social scientists, neurophysiologists — as well as mathematicians and com-
puter scientists (Pias, 2003). In the subsequent decades, the debates about strong AI, weak AI,
and machine consciousness were led by philosophers and linguists (e.g., Dreyfus, 1979; Hofs-
tadter, 1979; Searle, 1980; Haugeland, 1985; Churchland&Churchland, 1990) and driven by
a strong awareness that the underlying challenges of digitizationwere not solely computational.

In the following period, boosted by advances in programming and by the explosive develop-
ment of theweb and the availability of (big) data, the contribution of the humanities and social
sciences to thinking about AI receded into the background, often confined to supporting tasks
such as the classificatory problems of ontologies (Mizoguchi & Borgo, 2021). Sociologists and
media and communication scholars have predominantly converged in the direction of critical
media studies, which has made important contributions to the identification and conceptual-
ization of issues of bias, inequalities, and social consequences of the use of algorithms, such as
filter bubbles, echo chambers, and different forms of polarization.

In the past few years, however, the latest “spring” of AI has marked a turning point: we
are no longer talking about computers but algorithms, not about sampling but about big data,
and especially about programs that evolve autonomouslywith advancedmachine learning tech-
niques (Esposito, 2022). The shift has brought different issues and new conceptual challenges
to the forefront: first, all the enigmas related to the opacity of algorithms that are increasingly
and more radically incomprehensible. In the emerging branch of Explainable AI (XAI), ques-
tions of sociological relevance not only concern the application of digital programs in different
social domains, but also affect programming techniques. How should algorithms be designed
that allow humans (users but also programmers) to exercise control over their results? What
does explanation mean in the digital world, what is explained, how and to whom? In a recent
article Borch and Min (2022) argue that “explainability research is too important to be left to
the computer/data scientists and ML engineers populating the field of XAI research.” (p. 11)
The contribution of the humanities and social sciences is returning to a central position. Also
among computer scientists there is a growing realization that the management of incompre-
hensible machines requires the contribution of non-computational skills— even and precisely
to improve computational techniques.

This awarenesswas the background for the “ExplainingMachines” conference held inBiele-
feld in June 2022. The deliberate ambiguity of the title was intended to invoke an open ques-
tion in the field of XAI, which requires the contribution of both computational and sociologi-
cal knowledge: are machines to explain themselves or are humans to explain them? Or perhaps
both at the same time? Then the needs of users, with all their diversity and contextuality, can be
seen not as an additional complication, but as a contribution to the programming of machines
that are not only more controlled, but possibly more efficient and more effective.

It is no coincidence that the conference was the inaugural event of a large Collaborative
ResearchCenter entitledConstructing Explainability at theUniversities of Bielefeld and Pader-
born, funded by the German Research Foundation (DFG) with more than 14 million € for
the first four years (twelve planned). The conference presentation states that

the originality of our approach lies in addressing explainable AI (XAI) as a co-
constructive, social process. This is the main difference to current approaches in
XAI, whichmainly focus onmaking the inner workings of AI systemsmore trans-
parent, whereas transparencyusuallymeans being understandable to computer sci-
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ence experts. In contrast, we approach explanation as a co-constructive process
that can involve different addressees (experts, lay users, professionals, authorities,
etc.) and approach XAI from an inherently interdisciplinary perspective: most
projects are directed jointly by researchers from the social sciences and computer
science.

The contributions published in this symposium result from that initiative and address the
broad spectrum of questions that themanagement of incomprehensiblemachines poses to the
social sciences. For example, how should the legal right to an explanation be interpreted, if
the fundamental condition of contestability of decisions requires a legal justification of the
outcome of black box machine learning systems that is different from a technical explanation
(Hildebrandt, 2022)? What form of normativity is implied by opaque technical systems that
performatively act on their environment (Rieder et al., 2022)? Is it still possible, and how, to
criticize the operation of algorithms when the number of variables and the complexity of pro-
cedures make it impossible for designers to project a hypothesis space that connects the input
data (observed space) and the results of the calculation (decision space) (John-Mathews &Car-
don, 2022)? Dealingwith highly efficientmachines that are inherently incomprehensible, does
the requirement of explainabilitymake it necessary to reduce their performance, or does the so-
ciological analysis allow for the separation of explainability from the demand for transparency
(Esposito, 2022b)? And in general, should the inexplicability of algorithms be considered a
failure, or can their ability to find patterns in the randomness of data rather be an opportu-
nity to revise our notion of control and recognize the role of accidents and of the particular
(Weinberger, 2022)?

All these questions require skills and approaches that do not belong to the expertise of com-
puter scientists and data scientists, although of course they demand a thorough understanding
of recent research in programming techniques and close collaboration with scholars active in
that field. As the founders of cybernetics understood, advances in programming today are
closely linked to advances in the reflection of the humanities and social sciences about their
implications and consequences.
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