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Abstract

Large Language Models (LLMs) have ushered in a new era of text annotation, as their ease-
of-use, high accuracy, and relatively low costs have meant that their use has exploded in
recent months. However, the rapid growth of the field has meant that LLM-based anno-
tation has become something of an academic Wild West: the lack of established practices
and standards has led to concerns about the quality and validity of research. Researchers
have warned that the ostensible simplicity of LLMs can be misleading, as they are prone to
bias, misunderstandings, and unreliable results. Recognizing the transformative potential
of LLMs, this essay proposes a comprehensive set of standards and best practices for their
reliable, reproducible, and ethical use. These guidelines span critical areas such as model
selection, prompt engineering, structured prompting, prompt stability analysis, rigorous
model validation, and the consideration of ethical and legal implications. The essay empha-
sizes the need for a structured, directed, and formalized approach to using LLMs, aiming
to ensure the integrity and robustness of text annotation practices, and advocates for a nu-
anced and critical engagement with LLM:s in social scientific research.
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1 Introduction

The recent year has seen instruction-tuned Large Language Models (LLM) emerge as a power-
ful new method for text analysis. These models are capable of annotation based on instructions
written in natural language — so called prompts — thus obviating the need to train models on
large sets of manually classified training data (Wei et al., 2022). The models are highly versatile
and can be applied to a wide array of text-as-data tasks, ranging from common procedures like
sentiment analysis or topic modeling, to project-specific annotation challenges. Unlike previ-
ous methods, LLMs appear to draw not merely on syntactic properties of the text, but to lever-
age contextual knowledge and inferences to achieve high levels of performance across languages
— even rivaling human experts in performance on some annotation tasks (Térnberg, 2024b).
The ease-of-use, high accuracy, and relatively low costs of LLMs have meant that their use has
exploded in recent months, appearing to represent a paradigm shift in text-as-data by enabling
even researchers with limited knowledge in computational methods to engage in sophisticated
large-scale analyses (Gilardi et al., 2023; Rathje et al., 2024; Tornberg, 2024b).

While LLMs bring important advantages over previous approaches to text-as-data and en-
able exciting new research directions, the rapid growth of the field is not without problems.
LLM-based text annotation has become something of an academic Wild West, as the lack of
established standards has meant that both researchers and reviewers lack benchmarks for evalu-
ating LLM-based research, leading to risks of low-quality research and invalid results. LLMs fit
poorly into our existing epistemic frameworks: many of the lessons from machine learning are
obsolete, and while using LLMs at times appear eerily similar to working with human coders,
such similarities can be equally misleading. While easy to use, the models are black boxes, and
prone to bias, misunderstandings, and unreliable results — leading some researchers to warn
against using the models for annotation altogether (Kristensen-McLachlan et al., 2023; Ollion
et al,, 2024). The models raise important questions about bias, calibration, and validation,
and the field is thus in need of common standards for what constitutes acceptable and recom-
mended research practices.

While critics are not inaccurate in describing LLMs as subjective, flawed, black-boxed, po-
tentially biased, and prone to misunderstanding — these descriptions often apply similarly to
human coders. In conventional coding procedures, such issues are managed by organizing cod-
ing in rigorous processes that identify disagreements, validate the reliability, and make trans-
parent the management of subjectivity. Rather than neither using LLMs uncritically or reject-
ing them altogether, such an approach implies the possibility to instead structure, direct and
formalize their use in ways that harnesses their capacities, while remaining conscious of their
inherent weaknesses and risks.

As LLMs enter into our research processes, they will inevitably shape our epistemologies
and findings: research tools are not merely passive instruments, but active participants in re-
search procedures (Latour & Woolgar, 2013). By disrupting our established research proce-
dures, LLM:s bring to the surface challenging questions of meaning, nuance, and ambiguity
that quantitative scholars too often seek to avoid. Such disruptions can be made productive,
encouraging reflexivity and to consider the role of our methodologies in knowledge production.
As scholars have argued, all research involves elements of interpretation, and interpretation is in-
herently subjective and contested (Byrne, 2002). The challenge is to acknowledge and manage
this subjectivity through transparency and rigorous procedures.

This brief paper secks to contribute to addressing the need for common standards by sug-
gesting a set of best practices for how LLMs can be reliably, reproducibly, and ethically em-
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ployed for text annotation. The paper targets both researchers seeking advice on how to use
LLMs in a rigorous and reliable way, and reviewers seeking standards for evaluating research.
The paper argues that, while LLMs can indeed be prone to display bias and unreliable results,
we should not reject their use altogether — instead, we should manage their potential weak-
nesses by bringing them into a rigorous annotation process. The paper draws on previous pub-
lished research published using LLMs, the authors own extensive work in the field, and discus-
sions with scholars working in the field. The author’s work using LLMs includes tracing the
discursive shifts on migration over 40 years of Swedish parliamentary debates, measuring pop-
ulism in political speech, and teaching a course in which students use LLMs to pursue their own
innovative research projects. To illustrate the argument, we will throughout this essay draw on
the example of a project in which LLMs are used to examine how aftective polarization shapes
the communication of political elites.

We will cover the following nine points: (1) choose an appropriate model, (2) follow a sys-
tematic coding procedure, (3) develop a prompt codebook (4) validate your model, (5) engineer
your prompts, (6) specify your LLM parameters, (7) discuss ethical and legal implications, (8)
examine model stochasticity, (9) consider that your data may be in the training data.

2 Choose an Appropriate Model

The choice of which LLM to use is one of the most central decisions in LLM-based text analysis
(Yuetal, 2023). There are now a large and diverse set of models to choose from, ranging from
small open-source local models that can be run on a phone to large platformed models accessible
through a web interface or API — so called AIAAS (Artificial Intelligence As A Service). At
the moment of writing, most studies using LLMs for text annotation have employed platform-
based proprietary models, in particular OpenAI’s models, and few ofter explicit motivations
for their model choice (e.g., Heseltine & Clemm Von Hohenberg, 2024; Tan etal., 2024). The
popularity of platform-based models is likely due to their sophisticated capabilities, relatively
low price, and ease-of-use — but such models also come with several important problems. First,
proprietary models such as ChatGPT have been shown to change over time without notice,
giving different results to the same instructions as a result of changes in the backend (Chen et
al., 2023). While the API provides access to stable models, these tend to be deprecated after a
relatively short time, making reproducibility nearly impossible. Second, as it is not known what
data these models are trained on, the OpenAl models do not pass even alow bar of transparency
(Liesenfeld et al., 2023). Third, using a model through an API can be problematic in terms of
ethics and legal consideration for certain data, and the current advice is that OpenAl models
should not be used with proprietary, secret, or confidential data (Ollion et al., 2024; Spirling,
2023).

While different models come with advantages and disadvantages, it is thus important to
consider the implications of using a specific model. The choice of model should be explicitly
argued for, and drawing on issues that are considered central to academic research, we can point
to six general factors that should be considered when selecting which LLM for annotation:

1. Reproducibility: The results can be replicated by others using the same data and method-
ology, ensuring the results are consistent and reliable. To ensure reproducibility, use a
fixed version of the LLM throughout the project, document the version, and ensure that
the model will be available for future use.
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2. Ethics and legality: The model should respect ethical and legal standards, including con-
siderations of privacy, not storing research data, and compliance with relevant data pri-
vacy regulations.

3. Transparency: The methodologies, data sources, assumptions, and limitations of the
model should be clearly documented and accessible for scrutiny.

4. Cultureandlanguage: The LLM should adequately support the language(s) and cultures
of your textual data. Some models are more proficient in certain languages than others,
which can influence the quality of the annotations — and even bias your findings if your
corpus includes several languages. Specifically, many models are English and US centric,
which can result in lower performance on other languages and cultures (Ollion et al.,
2024).

5. Scalability: Ensure that the model can handle the size of your relevant data material in
terms of costs and time. The speed of offline models depends largely on the available
hardware, whereas for API-based models it depends on their rate limits and costs. (If
you need to classify large amounts of data, it may be worth considering using a semi-
supervised model trained on data annotated by the LLM. While this adds an additional
step, such models tend to be faster and are possible to run on an average laptop, thus
allowing processing large quantities of data).

6. Complexity: Ensure that the model has the capacity to handle the complexity of the task,
for instance relating to advanced reasoning or parsing subtle latent meaning. Challenging
analysis tasks and long prompt instructions may require larger and more sophisticated
models, such as GPT4.0, that are capable of higher levels of reasoning and performance
on benchmark tasks.

In general, best practice is to use an open-source model for which the training data is pub-
licly known. It should be noted that not all downloadable models can be considered open-
source models, as models vary significantly in terms of their openness of code, training data,
model weights, licensing, and documentation — and it is therefore important to compare the
models based on existing benchmarks for openness (Liesenfeld et al., 2023). The models also
vary significantly in their capacity for text annotation. Some open source models have been
found to yield results comparable to those of ChatGPT for certain tasks (Alizadeh et al., 2023;
Weber & Reichardt, 2023). To compare and select an appropriate model, there are several
benchmarks and leaderboards that provide an overview of the capacities of the quickly chang-
ing landscape of available models (Bommasani et al., 2023; Chia et al., 2024; HuggingFace,
2024).

Models that have been tuned to avoid controversial subjects — so-called “guardrails” (Fer-
nandes et al., 2023; Ziegler et al., 2019) — can be problematic for certain annotation tasks, as
the models may refuse to annotate particular issues that may be understood as controversial
(Tornberg, 2024b). For instance, if the model is used to annotate messages with potentially
controversial content (such as messages with radical political content) or the task itself can be
seen as controversial (such as identifying the gender of an author), the models may provide
low-quality responses, or refuse to respond altogether.

If possible, the model should be hosted on your own infrastructure instead of relying on
cloud-based APIs. Hosting the model yourself gives you complete control over the model ver-
sion and updates, as well as over how the model handles any sensitive or confidential infor-
mation, and makes your work replicable. While self-hosting is not available for all models, it
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can be surprisingly easy, cheap, and significantly faster than API-based models, depending on
your available hardware and the annotation task at hand. Ideal practice also involves assessing
whether your results can be reproduced using several models, thereby showing that the prompt
and results are robust to details of implementation. Using LLMs for annotation through their
web interface should in general be avoided, as these interfaces do not allow setting parameters,
version control, and do not provide sufficient privacy or copyright provision — the data you
provide is often kept and used for training models.

However, the best model ultimately depends on the task at hand, and it should be acknowl-
edged that there are often trade-offs. It may, for instance, not be possible to use a smaller open-
source model for complex tasks, and the researcher may thus be forced to use a model such as
GPT-4. In choosing the model, it is useful to look at what instructions the model was tuned
on, and how the model scores on benchmarks that are relevant for your domain of application
(Changetal., 2024). While it likely that we will soon see the development and standardization
of academic-led open source academic LLMs specifically developed for data annotation, which
will help resolve these tradeoffs (Spirling 2023), the bottom-line is thus that the choice of model
must always be motivated and argued for on the basis of explicit quality standards.

Step 1: Draft the coding task, with
instruction for coders and prompt.

'

Step 2: Take a small random sample
and code with both human coder(s) and [
LLM.

l Repeat until desired
Step 3: Compare coding and examine performance achieved
points of disagreement. Ask LLM to
motivate its coding decision.

!

Step 4: Revise codebook and/or LLM
prompt.

Step 5: Code a larger validation dataset
and measure final LLM performance.

Figure 1: Example of a systematic coding procedure.
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3 Follow a Systematic Coding Procedure

Text annotation is rarely merely a straight-forward technical task but tends to involve the chal-
lenging work of defining and operationalizing the meaning of social scientific concepts (Neuen-
dorf, 2017). There are almost always boundary cases that become obvious only when engaging
with the data — and some level of subjectivity is hence inevitable in coding. As scholars have
long argued, it is more productive to openly acknowledge and face such issues, rather than
to conceal them under a veneer of false objectivity. This recognition does not undermine the
validity of the research; rather, it enriches the analysis by exposing the multifaceted layers of
meaning that exist within the data, and enabling scholars to critically examine their own biases
and assumptions.

Since LLMs can be fallible, unreliable, biased, and prone to misunderstand instructions
(Ollion et al., 2024), it is important that the LLM is integrated into a systematic coding proce-
dure that handles these issues and aligns their coding with the intended task. Such procedures
are already well-established when it comes to organizing human coding efforts, and the LLM
can successfully be brought into such a process.

An important difference between human coders and LLM:s is that while LLMs code one
text at the time, humans will tend to remember previous codings, and often learn and adapt
over time. This in fact represents a common challenge when using human coders, as it means
that definitions will tend to shift slightly over time, leading to inconsistencies in the data. At
the same time, it means that researchers can draw important insights through qualitative en-
gagement with the data involved in coding. While employing LLMs can supercharge coding
procedures, it is important that it does not offset the advantages gained from in-depth engage-
ment with the data.

Annotation work is generally organized as an iterative coding process (Yan et al., 2019;
Glaser & Strauss, 2009): coders start with a set of texts, discuss discrepancies, refine the guide-
lines, and then proceed with the next set of texts. Such calibration sessions, where coders align
their understanding and application of the guidelines, are crucial for maintaining consistency.
When coding with an LLM, the development of the prompt is simply brought into thisloop —
simultaneously developing coding instructions and the LLM prompt. Once the LLM reaches
sufficient agreement with the human coders, it can be used to code the full material.

Taking this approach, you can calculate the reliability both across the human coders and
with the LLM. This allows assessing how well the LLM performs the task compared to human
coders, and tracks the convergence between the coders and the LLM. Ideally, the LLM should
approach the reliability achieved among the human coders.

1. Define the concept: It is important to come in with an explicitly articulated idea of the
concept you are trying to capture, to avoid being overly influenced by the interpretations
of the LLM. Write up a first description of the task at hand in the codebook, with in-
structions for both the human coder(s) and for the LLM. Make the prompt clear, unam-
biguous and specific, using direct and instructional language. (While the human instruc-
tions and the LLM prompt should generally be similar, it is usually beneficial to provide
separate instructions.) For instance, when using LLM:s to code populism, we drew on
existing discursive definitions of populism to develop detailed instructions for how to
identify populism in textual messages (Mudde & Kaltwasser, 2017).

2. Codeasmall training dataset: Have the human coders code a small representative dataset
to enable testing your prompts, and use the LLM to annotate the same data.
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3. Examine points of disagreement: Check the agreement between coders, and between the
coders and the LLM. Discuss cases where coders disagree amongst each other, and on
cases where the LLM disagreed with the coders. Ask the model to motivate its annota-
tions for these cases and compare with the motivations of the human coder — as this can
be a useful tool for sharpening your operationalization. At the same time, it is impor-
tant to remain self-critical and reflexive: experience from several projects has shown that
coders risk being overly swayed by the model’s interpretations, as the models can provide
highly convincing explanations. When comparing the coding of populism of the human
coders and the LLM, we identified challenging boundary cases among the human coders
that needed to be spelled out in the codebook. The comparison with the LLM identified
several additional aspects that were taken-for-granted by the human coders due to shared
cultural background, enabling a more objective and universal operationalization.

4. Refine the codebook and prompt: Make necessary adjustments to the instructions of
either the human coders, of the prompt, or both. The human coders should not be con-
sidered ground truth: you may find that the LLM’s interpretation was superior to the
human coder. When used mindfully, the LLM can be a powerful tool for conceptual
work.

5. Repeat: Return to step 2. Continue this process until the desired output quality is
achieved.

6. Validate: Code the validation dataset, and measure the final performance of the LLM
(see section §).

Note that the process described above is merely an example and may need to be adapted to
the specific needs of the project. If the zero-shot prompt is not giving adequate results, it can
be useful to add few-shot examples. If the results are still inadequate, consider fine-tuning the
model based on labeled training data.

4 Develop a Prompt Codebook

Best practice involves developing a prompt codebook with annotation guidelines for the human
coders combined with detailed description of the prompts and LLM settings. The coding
guidelines should, as always (Glaser & Strauss, 2009), be detailed instructions with clear def-
initions of the coding categories, examples of text corresponding to each category, and instruc-
tions on how to handle ambiguous cases (Neuendorf, 2017). A coder (human or LLM) that
reads the codebook should have sufficient information to code a given text, with minimal dis-
agreement between coders.

The codebook should simultaneously describe the corresponding prompts and parameters
for the LLM, providing all details necessary to reproduce the LLM coding. This enables full
reproducibility of both the manually coded validation data and the LLM coding. Note that
the prompt should be considered tailored to the model used for its development: applying the
same prompt to a different LLM may produce different results, even with models of similar
parameter size (Sanh et al., 2022). If you finetune your model for your specific annotation task,
the data used should be provided.

With the example of coding populism in political messages, the prompt codebook was de-
signed as a standard codebook, with an appended section providing all information needed to
reproduce the coding: the LLM prompt, the model used, and the relevant parameters.
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Figure 2: Example of a well-structured prompt.

As an expert annotator with a focus on social media content analysis, your role involves scrutinizing
Twitter messages related to the US 2020 election. Your expertise is crucial in identifying
misinformation that can sway public opinion or distort public discourse.

Does the message contain misinformation regarding the US 2020 election?

Provide your response in JSON format, as follows:

{ "contains_misinformation:" "Yes/No/Uncertain", "justification": "Provide a
brief justification for your choice." }

Options:

Yes

-No

-Uncertain

Remember to prioritize accuracy and clarity in your analysis, using the provided context and your
expertise to guide your evaluation. If you are uncertain about the classification, choose ‘Uncertain’ and
provide a rationale for this uncertainty.

Twitter message: [MESSAGE]

Answer:

5 Engineer Your Prompts

One of the main implications of the use of LLMs for text annotation is the emergence of the task
of prompt engineering: developinginstructions that guide the LLM. While prompts are written
in natural language and do not require technical skills per se, there can be huge differences in
performance depending on details of how the prompt is written. Prompt engineering is hence
becoming an important social scientific skill (White et al., 2024). Writing effective prompts
can require significant effort, with multiple iterations of modification and testing (Jiang et al.,
2020). While many prompting techniques have been developed, there is still limited theoretical
understanding of why a particular technique is suited to a particular task (Zhao et al., 202.1).

While previous advances in computational methods within the social sciences have tended
to require sophisticated technical skills, prompt engineering requires other social scientific
skills, such as theoretical knowledge, communication ability, and capacity for critical thinking.
The process of developing prompts can furthermore be a useful way of deepening our
understanding of social scientific concepts. Prompt engineering can in this sense therefore be
thought of as a new type of — or even extension of — qualitative social science (Karjus, 2023).
This paper will not provide a complete introduction to prompt engineering, as such guides are
already readily available (e.g., OpenAl, 2024; Saravia, 2022), but will provide some important
general advice.

* Structured prompts: An annotation prompt should contain the following elements: cozn-
text, question, and constraints. The context gives a brief introduction to orient the model
with any necessary background information. It can be split into role (e.g. expert annota-
tor) and context (e.g. conspiracy theories). The guestion guides the response, defines the
coding task. The constraint specifies the output format. Figure 2 offers an example of a
well-structured prompt.

* Give instructions in the correct order: Recent and repeated text in the prompts has the
most effect on LLM generation. Itis therefore advisable to start with the conzext, followed
by instructions, tollowed by the constraints.
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* Enumerate options: If the answer is categorical, list the options in alphabetical order so
that the output is simply the highest-probability token. Each option should be separated
by a line-break.

* Give an “I don’t know” option: Provide an option for the LLM to respond if it is uncer-
tain about the correct answer. This reduces the risk of stochastic answers.

* Use lists: If the instruction is complex, make use of explicit lists to help the model pay
attention to all elements in the prompt.

* Use JSON format: If the answer should contain several pieces of information, request a
response in JSON format. The JSON format is easy to parse, and familiar to LLM:s.

* Use an LLM for improving your prompt: LLMs have been shown to be effective at im-
proving prompts. It can be particularly beneficial to follow an iterative process while uti-
lizing an LLM to provide feedback and produce new versions of a seed prompt (Pryzant
etal., 2023).

* Balance brevity and specificity: Well-written prompts involve a balance of specificity and
brevity. While specificity in a prompt can lead to higher accuracy, performance can fall
with longer prompts. Long prompts also make the process more costly, as you will need
to feed the prompt for every annotation call.

* Chain-of-Thought: For certain tasks, it may be useful to employ more advanced tech-
niques, such as the Chain-of-Thought (CoT) technique, to help elicit reasoning in LLMs
(Wei, Wang, et al., 2024) and improve instruction-following capabilities (Chung et al.,
2024). This involves breaking down the task into several simpler intermediate steps, al-
lowing the LLM to mimic a step-by-step thought process of how humans solve compli-
cated reasoning tasks. It can also be useful to trigger the model to engage in reasoning by
using a prefix such as “Let’s think step by step.”

* System instructions: For most LLMs, the prompt instructions are provided as a “system”
instruction, with the input as a “user” request.

* Few-shot prompting: It is often beneficial to also provide examples to guide the desired
output, so called few-shot prompting, sent as a separate “user” and “assistant” dialogue.

6 Validate Your Model

LLM performance has been found to be highly contingent on both the dataset and the type
of annotation task: while LLMs can even outperform expert human coders on some annota-
tion tasks (Tornberg, 2024b), they can perform poorly on others (Kristensen-McLachlan et al.,
2023). It is furthermore highly difficult to a priori assess how well an LLM will do on a spe-
cific task. Hence, it is always necessary to carefully validate the models on a task-by-task basis
(Pangakis et al., 2023), both to offer evidence for the validity, and to reduce the ever-present
risk for biases in the annotation. Validation is, in short, a basic requirement for publications
using LLMs.

Validation usually consists of manually labeling a sufficient number of texts and ensuring
that the labels correspond to a sufficient degree with the model results (Karjus, 2023). When
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the LLM is used to provide data for a supervised model, the validation data can be used both
to validate the results of the LLM, and of the supervised model.
There are several requirements for satisfactory validation:

* The validation must take place afzer the annotation prompt has been finalized: it is not
acceptable to use the validation data to improve the prompts, as this may lead to falsely
reporting higher precision.

* The validation dataset needs to be sufficiently large: The exact amount of validation data
needed depends on several factors, such as the number of categories and the balance of
categories. If the categories are imbalanced (that is, some categories have many more ex-
amples than others), you might need more data to ensure that the model performs well on
the less-represented categories. The practical minimum is to have at least 20—-30 samples
of each category for a basic level of confidence in the performance metrics, but more is
generally better. For high-stakes applications, you may need significantly more to ensure
robustness. (For a precise determination, consider performing a power analysis.)

* Use appropriate performance metrics: Accuracy — i.e., correct answers divided by total
answers — s generally not a sufficient measure to evaluate model performance, as it can
be highly misleading, in particular for imbalanced datasets (if, for instance, one of your
categories represents 90% of the population, then a model that classifies everything as
belonging to that category will achieve a seemingly impressive accuracy of 90%.) What
measure is appropriate however depends on the task at hand. For classification, measures
such as F1 Score (usually together with precision and recall), weighted-Fr score, ROC-AUC,
or Coben’s Kappa can be appropriate, whereas correlation-based measures, MAE or MSE
can be more relevant when the model is annotating numeric values. In short, you need
to argue for why your measure is the most appropriate choice, and it is in practice often
beneficial to use a combination of these metrics to get a comprehensive understanding
of different aspects of the model’s performance.

* Consider comparing with human performance: Certain tasks are inherently more chal-
lenging than others. For instance, guessing the gender of an author based on short text
is nearly impossible, and even the best possible model will hence have low accuracy. The
acceptable performance level hence therefore on the task at hand. Calculating the perfor-
mance of human coders, using e.g., an inter-coder reliability score, can provide a useful
benchmark for evaluating the relative performance of a model.

* Consider any subsets of the data: If your dataset includes several subsets for which the
model’s capacity may vary, for instance different languages or cultural contexts, they need
to be separately validated as the model may vary in its precision for each group.

* Examine and explain failures: The performance of LLMs can vary in unexpected ways
— possibly involving bias or problematic misinterpretation of the concept. While LLMs
can achieve high performance on many challenging problems, they can fail on seemingly
simple tasks. Such failures can lead to errors in the downstream analysis, which are not
visible in the performance metrics. Moreover, model bias may not be detectable through
validation performance metrics. Say, for instance, that 10% of the data describes a partic-
ular minority, and that 30% of these are misclassified due to model bias. The resulting
3% failure rate would often be seen as acceptable. Researchers should therefore always
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examine the failures in detail, and verify that they are not systematic and that they do not
undermine the validity of downstream results.

While it is likely that we will soon see certain prompts and models become well-established
for certain analysis tasks, the general advice is that any automated annotation process using
LLMs must validate their LLM for their specific prompt, settings, and data. Rigorous valida-
tion is the most important step in using LLMs for text annotation.

7 Specify Your LLM Parameters

When using an LLM, there are several parameters that can affect the results produced by your
prompts. Tweaking these settings are important to improve reliability and desirability of re-
sponses, and it may take some experimentation to figure out the appropriate settings for your
use cases. The following list shows some common settings you may come across when using
LILMs:

* Max Length: Sets the maximal number of tokens the model generates. Specifying a max
length allows you to control costs, and prevent long or irrelevant responses.

* Temperature: The temperature parameter controls how random the model output is,
essentially increasing the weights of all other possible tokens. Low temperature leads to
more deterministic results, while high temperature leads to more randomness, that is,
more diverse or creative outputs. For data annotation, a lower temperature is usually
recommended, such as o.

* Top-P: Adjusts the range of considered tokens. A low Top P ensures precise, confident
responses, while a higher value promotes diversity by including less likely tokens. For data
annotation, a lower Top-P is usually recommended, such as 0.2 to 0.4. If using Top-P,
your temperature must be above o.

* Top-K: The top-k parameter limits the model’s predictions to the top-k most probable
tokens. By setting a value for top-k, you can thereby limit the model to only considering
the most likely tokens.

Your parameters must always be explicitly specified — even if they are the default parameters
— as this is necessary for reproducibility.

8 Consider Ethical and Legal Implications

Using LLM:s for text analysis opens several ethical considerations compared to traditional text
analysis methods, in particular when using platformed LLMs. In regulatory contexts such as
the EU, the use of Al furthermore also puts higher legal requirements on data management and
ethics (Sartor & Lagioia, 2020). The following describes a list of ethical and legal considerations
to be made when using LLMs for text annotation, drawing on GDPR and influential ethics
frameworks (e.g., BSA, 2017; Franzke et al., 2020; Sharma, 2019).

1. Transparency and consent: Ensure that you have explicit consent from individuals whose
personal data you are using that you will employ LLMs for its analysis. Users should be
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informed about the use of third-party services and the implications for their data. More
generally, when using a platformed LLM such as ChatGPT, Claude, or Gemini, your
input data is likely to be used as training data.

2. Data Processing Agreement: When using third-party services like OpenAl, it may be
necessary to have a Data Processing Agreement (DPA) in place (Sharma, 2019). This
agreement should outline how the data is processed, the purposes of processing, and the
measures taken to protect the data. For instance, if you are using ChatGPT and you are
required to be GDPR compliant, you may need to execute a DPA with OpenAlI (such
an application form is available on the OpenAl website.)

3. Changing expectations of privacy: The research use of text data that users have published
publicly — such as on platforms like X/Twitter or Telegram — is often motivated by
users posting such data may have a reduced expectation of privacy. However, the data
was likely published without the user considering the substantial capacity of LLMs to
extract information, and researchers should thus carefully identify and respect users’ ex-
pectations of privacy (Zimmer, 2020).

4. Data anonymization: Before sending data to a platformed LLM, ensure that all personal
data is adequately anonymized or pseudonymized. This means removing or replacing
any information that could directly or indirectly identify an individual. Never send pro-
prietary, secret, or confidential data to an API or web interface without careful consider-
ation of the ethical and legal implications.

5. Data minimization: You should only use and send the minimum amount of data neces-
sary. While this is always an important ethical guideline, data minimization is also a legal
principle, as it is part of EU’s GDPR and California’s CCPA (Sharma, 2019).

6. Data storage and transfer: Be mindful of where the data is stored and processed. The
GDPR requires that data transfers outside the EU and the EEA are subject to adequate
protections or are made to countries that provide an adequate level of data protection
(Sharma, 2019).

7. Copyright and Terms of Service violations: If you are using copyrighted material, such
as news articles from a proprietary database, you may need to receive explicit permission
or license to analyze the data with an API-based LLM. Without explicit permission or
a license from the copyright owner, sending the data to an API can be considered an
infringement.

Ethical issues often involve difficult trade-offs. As usual, researchers should handle ethi-
cal considerations through an explicit and careful discussion and motivation in their research

paper.

9 Examine Model Stochasticity

LLMs behavior in relation to prompts can be brittle and non-intuitive, with even minor details
in the prompt — such as capitalization, interpunctuation, or the order of elements or words —
significantly impacting accuracy, in some cases even going from state-of-the-art to near random
chance (Kaddour et al., 2023; Zhao et al., 2021). Examining whether the model’s results are
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stable can be a useful shortcut to examining whether the model is able to carry out the coding
reliably and with replicability, without the need for a validation procedure. Does the same
prompt return the same result for a given text if run several times? Do small variations in the
prompt result in different results? Large variations in output for minor changes in the prompt
can indicate issues with the model’s stability and reliability for a given task, making its text
annotation less trustworthy. If the results are highly sensitive to minor prompt changes, it can
also be challenging for other researchers to replicate the study and validate the findings.

To carry out such a prompt stability analysis, create several paraphrases of the prompt and
run the analysis for a subset of the data. You can then estimate the stability by comparing the
results, for instance using Krippendorf’s Alpha reliability measure (Krippendorff, 2004). Barrie
etal. (2024) have recently released a library to allow researchers to easily carry out such prompt
stability scoring.

10 Consider That Your Data Might Be in the Training Data

When using conventional machine learning models, it is crucial to keep the data you test on
separate from the training data to ensure that the model is robust, generalizable, and that it
provides a realistic estimate of its performance on unseen data (Alpaydin, 2021; Grimmer et al.,
2021). This may suggest that LLMs cannot be properly validated, as their training data is often
so massive that it should be assumed that nearly any publicly available data will be included.
However, the general rule does not necessarily apply to LLMs. As the purpose of validating
text annotation is to assess the model’s capacity for the specific task, it does not matter that the
prompt validation data is in the training data, as long as the data on which the model will be
run is also in the LLM training data. In fact, it is often desirable that the time-period covered is
included in the training data, as it is necessary for the model to draw on contextual knowledge
when making inferences about meaning (see Tornberg 2024b). For instance, if the task is to
identify the ideology of a poster based on a social media message, it may be necessary to have
knowledge of specific policy positions in a given political context.

However, there are situations where this may become problematic. For instance, if parts
of the text data that you are annotating are in the LLM’s training data and other parts are not,
the two should preferably be validated separately, as the model’s performance may differ. You
therefore need to be mindful of the period for which the specific model was trained: if the end
date of the LLM training data is within the period of your dataset, you may find that the quality
of annotation varies over time — which can cause problems in your downstream analysis.

For the same reason, you should try to avoid using publicly available databases as validation
data, as they may be in the model’s training data. For instance, if you are interested in annotat-
ing party manifestos, existing manually labeled datasets (such as Manifesto Project Database)
are not reliable means of validation: the LLM has likely already seen this database and may sim-
ply be reproducing the labels. This implies that the performance may not generalize to tasks for
which the answer is not already publicly available. While the risks of such data contamination
are often overstated, as the LLMs are trained on massive datasets and are trained as a next-word
predictor and may thus be unlikely to have “memorized” the columns of a CSV file, the burden
of evidence is on the validator.
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11 Conclusion

This brief essay has collected an emerging set of best practices for text annotation using LLMs,
to support both those using the methods as part of their research, and reviewers seeking to
evaluate an academic contribution. As the field is undergoing rapid development, it should be
noted that the standards and practices should be expected to continue evolving.

LLMs are revolutionizing text-as-data, enabling undergraduate students to carry out re-
search in mere weeks that would previously have represented major research endeavors. At
the same time, LLMs bring important challenges. As LLMs fit poorly into our existing epis-
temic frameworks for text annotation, they have caused a significant academic debate on their
role in social scientific research. While many scholars have welcomed the methods — at times
with a perhaps overly acritical acclaim — others have rejected them for being unreliable and
incompatible with the principles of open science (Kristensen-McLachlan et al., 2023; Ollion
etal., 2024). The suggestion at the core of this paper is that the methods are capable of sophis-
ticated and rigorous interpretation — given appropriate use. LLMs can constitute a powerful
contribution to social scientific research, but require new standards for evaluating their use and
a new epistemic apparatus.

We can neither understand LLMs through the established epistemic framework of conven-
tional supervised machine learning models, nor through the lens of human coders. In employ-
ing LLMs, we must be careful to remember that while LLMs can seem in some ways eerily
human, they are not human in their capabilities. On some tasks — even those long seen as
belonging to the distinctly human realm — they can be superhuman in their capacities (Térn-
berg 2024b). On other tasks, they perform worse than a small child. This means that we should
not take for granted that their coding matches our intuitive expectations, and that we must al-
ways validate their performance, assess systematic biases, and develop detailed and transparent
documentation of our procedures.

While best practices such as those presented in this essay are important to provide valu-
able guidelines and frameworks for research, it must be acknowledged that procedures and
standards such as those described in this paper does come at the cost of making the use of
LLMs more cumbersome and challenging, in particular for scholars with limited technical back-
ground. Itis therefore crucial to apply them with discernment and flexibility, as an overly rigid
adherence can hinder creativity and responsiveness. There is however rapid growth in avail-
ability of guides and tools to make it easy to use LLMs for annotation (e.g., Kim et al., 2024;
Tornberg, 2024a). If designed to encourage best practices, such tools represent powerful ways
of shaping rigorous research procedures (Latour & Woolgar, 2013; Rogers, 2013).

While critics are largely accurate in describing LLMs as subjective, black-boxed, potentially
biased, and prone to misunderstanding — these descriptions often apply similarly to human
coders. To manage these problems, conventional coding is organized in rigorous processes that
identify disagreements and validate the reliability. Rather than neither using LLMs uncritically
or rejecting them altogether, this implies the possibility to instead structure, direct and formal-
ize their use in ways that harnesses their capacities, while remaining conscious of their inherent
weaknesses and risks. The black-boxed nature and unreliability of LLM:s can to large extent be
managed through careful validation, to identify any errors that may affect downstream analy-
ses.

As this essay has argued, the subjectivity of LLMs could moreover be understood as an
inherent feature of interpretative work. Just as coding manages subjectivity by relying on inter-
coder reliability to ensure consistency among human coders, researchers should develop hybrid
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systems where human oversight and AT capabilities complement each other. Interpretation is
inherently contested, and the models bring to the surface challenging questions of meaning,
nuance, and ambiguity that researchers too often seck to avoid. In the authors’ projects, the
use of LLMs has often allowed a sharpening of the concept and operationalizations, by the
challenge from the novel perspective brought by the language model.

While this essay has focused on integrating LLMs into quantitative approaches to text-as-
data, it should be noted that the method has similar implications for qualitative approaches.
The epistemic challenge that LLMs represent for social scientific research can moreover pro-
ductively challenge established conventions by encouraging the exploration of the hinterlands
between qualitative and quantitative approaches, by, for instance, making possible large-scale
interpretative research.

By making it easy to carry out sophisticated studies of meaning, LLMs empower a focus
on aspects of the social world that have thus been underemphasized in computational research
(Tornberg & Uitermark, 2021). Students and early career scholars now can perform analyses
that were previously only available to the well-funded lab leader who could afford a team of
coders. Such benefits are not to be taken lightly. As Kuhn (1962) famously argued, the most
radical scientific advances stem not from accumulated facts and discoveries, but it is the inven-
tion of new tools and methodologies that trigger paradigm shifts in scientific work. The social
sciences are currently in the midst of such a paradigm shift.
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