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Abstract
This essay critically examines some limitations and misconceptions of Large Language
Models (LLMs) in relation to knowledge and self-knowledge, particularly in the context
of social sciences and humanities (SSH) research. Using an experimental approach, we
evaluate the self-consistency of LLM responses by introducing variations in prompts
during knowledge retrieval tasks. Our results indicate that self-consistency tends to
align with correct responses, yet errors persist, questioning the reliability of LLMs as
“knowing” agents. Drawing on epistemological frameworks, we argue that LLMs exhibit
the capacity to know only when random factors, or epistemic luck, can be excluded, yet
they lack self-awareness of their inconsistencies. Whereas human ignorance often involves
many “known unknowns”, LLMs exhibit a form of ignorance manifested through
inconsistency, where the ignorance remains a complete “unknown unknown”. LLMs
always “assume” they “know”. We repurpose these insights into a pedagogical experiment,
encouraging SSH scholars and students to critically engage with LLMs in educational
settings. We propose a hands-on approach based on critical technical practice, aiming to
balance the practical utility with an informed understanding of their limitations. This
approach equips researchers with the skills to use LLMs effectively while promoting a
deeper understanding of their operational principles and epistemic constraints.
Keywords: Large language models; robustness analysis; prompt engineering; critical
technical practice; knowledge analysis.
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1 Introduction

The users of a AI assistant based on a large language model (LLM) like ChatGPT are too often
led by their interactions with it to believe that it can “think” and “know” in a strikingly similar
way to humans, albeit limited in equally remarkable fashion. But this belief in the human-
likeness of AI is erroneous, as the LLM’s performance of “thinking” and “knowing” is only
superficially similar to that of humans. Superficial because the illusion is only strong in a “docile
setting” (Munk et al., 2019), where the user desires the spectacle of an intelligent machine,
while the illusion is easily foiled in other settings where assumptions of human-likeness are
actually challenged. The problem, however, lies in most users having no reason to engage with
LLMs in indocile ways, and rarely encountering a situation where their misconceptions could
be challenged, which makes those particularly vicious to debunk.

The point of this essay is to equip researchers, teachers and citizens with a way to realize, by
themselves, that theLLMwayof knowing is fundamentally different fromthat of humans.1 We
contend that even though LLMs “know”, and even though they also “assert” that they know,
they “ignore” what their “knowledge” does or does not cover.2

Wepresent an experiment where wemeasure the self-consistency of LLMs for a knowledge
retrieval (KR) task. Our results show thatLLMs are not generally self-consistent, but thatwhen
they are, they tend to bemore often correct. Self-consistency therefore contextualizes the LLM
way of “knowing”.

This is relevant to users who trust the information synthesized by AI assistants under the
assumption that those possess knowledge in a familiar way like human memory or mechanical
record. To us, the most interesting part of the lack of self-consistency in LLMs’ KR abilities
is that it challenges popular metaphors. It forces us to reconsider what “knowing” means in
“knowing agent”, or to abandon the metaphor; and it dissipates the “database” analogy.

Drawing on the epistemological theory of knowledge, we argue that our results show that
some LLMs can exhibit knowledge in some situations, but that they do not possess any self-
knowledge. LLMs are blind to their own inconsistencies. We argue that the users of an AI
assistant are justified in conceiving it as a knowing machine, but only insofar as they are not
exposed to its lack of self-consistency and self-knowledge; we aim to change their minds by
exposing them to these.

Repurposing our results, we propose an experimental situation reusable in the classroom
to demonstrate the lack of self-consistency in LLM-based chatbots’ knowledge and self-
knowledge, with empirical examples. It shows that LLM knowledge works neither like animal
memory nor mechanical record. We argue that this experimental situation is a better way to
equip AI-assistant users to update their mental model than reading the academic literature
where the LLM ability to know is dismissed in block as a principled argument (e.g., Bender et
al., 2021).

Our paper is in four parts. First, we will present our experiment, methodology and results.
Second, we will formalize an epistemological description of the LLM ability to know and have
self-knowledge. Third, we will repurpose our results as an experimental situation reusable in
the classroom. Fourth, we will defend critical technical practice as a better way to make LLMs’
epistemic inconsistencies visible.

1. For the moment, we will stick to anthropomorphic metaphors for simplicity, but we will deconstruct them
later on.

2. Human self-knowledge is not perfect, but in comparison to LLMs humans have at very least some self-
knowledge (as we will see).

https://doi.org/10.6092/issn.1971-8853/19488 26

https://doi.org/10.6092/issn.1971-8853/19488


Measuring LLM Self-consistency Sociologica. V.18N.2 (2024)

2 Experiment

Our experiment covers one knowledge retrieval (KR) task: returning the birth date of a person-
ality. We implemented this task for a corpus of personalities, and we benchmarked different
LLMs with different settings.

For a given LLM and a given prompt (the base prompt), we generate a series of almost
similar prompts (theperturbedprompts). Theperturbedprompts should ideally yield the same
output, as their substance is the same and only minor details have been altered (perturbations).
We test whether it is the case by generating the outputs for those prompts and measuring their
self-consistency.

This approach is similar to Qi et al. (2023) and Fierro et al. (2024) albeit with a different
implementation. It is generally referred to as a noise-based model robustness measurement,
often called prompt perturbation (Prabhakaran et al., 2019; Moradi & Samwald, 2021; Wang
et al., 2022; Goyal et al., 2023).

It is worth noting that we depart from the purpose usually stated in the literature: defend-
ing the model. For Goyal et al. (2023, p. 1) “the significance of defending neural networks
against adversarial attacks lies in ensuring that the model’s predictions remain unchanged even
if the input data is perturbed.” Contrary to them, we do not argue that a strong robustness is
necessarily useful or even desirable.

Wewill compare self-consistency (robustness) to correctness, but it is worth remarking that
they are a priori independent. Our results indeed show that a model can be self-consistent yet
wrong. Anyway, in a real-world situation, the correct answer is typically unknown and only
self-consistency can be observed.

2.1 Methodology

2.1.1 Prompt Design

We test the KR task of retrieving the birth date of a personality. We test whether the model
metaphorically “knows” the date in different situations. Here we describe howwe generate the
prompts and how we retrieve the output (the date itself).

Our process consists of injecting the name of a personality into a base prompt template,
applying the LLM, then extracting the date from the output, if any (Figure 1).

Figure 1. The process of knowledge retrieval.

https://doi.org/10.6092/issn.1971-8853/19488 27

https://doi.org/10.6092/issn.1971-8853/19488


Measuring LLM Self-consistency Sociologica. V.18N.2 (2024)

In addition, we interfere with this KR process by introducing minor variations to the
prompt template called perturbations. Each perturbed prompt is semantically the same as
the base prompt but with one or more syntactical differences, not unlike the approach by
Leidinger et al. (2023).

Our base prompt is the following: “Using the YYYY-MM-DD format, the precise date
{name} was born is”. We produce 32 variations of that prompt by combining 5 possiblemodifi-
cations: (1) replace “exact” by “precise”; (2) replace “date” by “day”; (3) replace “was born” by
“birth date” and reorder the sentence; (4) move the format specification (“YYYY-MM-DD”) to
the end of the sentence; and (5) omit to capitalize the first letter of the sentence. See Appendix
A for the exact list of perturbed prompts.

For a given LLM and a given personality, we obtain 32 results, consisting of either a date,
or nothing if no date could be extracted. We measure the homogeneity of the result set with
a Herfindahl-Hirschman (HH) index, also known as Simpson index, which “equals the prob-
ability that two entities taken at random from the dataset of interest represent the same type”
(Simpson, 1949). We chose that score because it amounts to 100% if all the results are identical,
and drops to zero as they get different from one another. It constitutes our measurement of
self-consistency. We also extract the most frequent date in the results, if any (Figure 2).

Figure 2. Full process, including perturbations.

2.1.2 Benchmark

We applied the strategy devised above to different LLMs, in different situations, on a corpus of
128 personalities. All requests were made via the Prompt Compass tool (Borra, 2023) that
allows for easy iteration over a variety of large language models and a series of (perturbed)
prompts, and ultimately provides CSV files for further analysis with custom notebooks.

2.1.2.1 Models Benchmarked Our choice of models has been motivated by practical reasons
in a time-constrained situation, and does not aim at exhaustiveness. We chose language models
that at the time of testing did well in the HELM3 or Huggingface4 leaderboards, that had an
instruction-tuned version, that we could run on our 24GBGPU if it was a local model, and—
in case of platformedmodels—were accessible fromEurope. We thus tested 7 differentmodels,
although Llama-2-7B-CHAT-HFwas tested with and without modified prompts, and GPT-3-
TEXT-DAVINCI-003 was tested twice with the same settings but at different dates (see Table
1). For the sake of simplicity, we will refer to them as if they were 9 different models.

3. https://crfm.stanford.edu/helm/lite/latest/#/leaderboard
4. https://huggingface.co/spaces/HuggingFaceH4/open_llm_leaderboard
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Table 1: Properties of the tested models. Colors highlight similar values in each row.

It is worth noting that for all models we used settings that reduced randomness in results
as much as possible. We thus set the temperature to 0 if possible, and else 0.01. Similarly do_-
samplewas set to false and top_pwas set to 1, if applicable. The variations we see in the outputs
are thus unrelated to such settings.

2.1.2.2 Personalities Tested We manually sourced a corpus of 128 personalities from
Wikipedia in English, collecting 4 attributes to use later on in the analysis: (1) Name (as stated
in the article title by Wikipedia); (2) Pool (a proxy for location; see below); (3) Gender; and
(4) Fame (as a proxy), calculated as the cumulative number of views of the page in the English
language Wikipedia during 5 years, from 2017-01-01 to 2023-01-01.

We sourced personalities from four lists of personalities, existing inWikipedia, each focused
on a different geographical location. Those are the “pools”mentioned above. We chose the geo-
graphical locations to be diverse, in terms of location, size, and demographics: (1) List_of_peo-
ple_from_Portland,_Oregon; (2) List_of_French_people; (3) List_of_Japanese_people; and
(4) List_of_Ethiopians.

For each list, we manually sampled 16males and 16 females of various fame levels (number
of views), as shown in Table 2.

Table 2: Number of personalities sourced for each gender and pool

Gender \ Pool Portland France Japan Ethiopia
Male

16 16 16 16
Female

16 16 16 16

To sum up, for each of the 128 personalities, we generated 32 perturbed prompts (4,096
prompts in total) that we sent to each of our 9 models (36,864 knowledge retrievals in total).
As we measured self-consistency as the HH index of the 32 outputs for a given model and per-
sonality, we obtained 1,152 measurements.
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2.2 Results

LLMs are not self-consistent in general. Perhaps expectedly, the raw output is not self-
consistent. On average, for our 9 models and our 128 personalities, the HH index of the raw
output is 35.9%, i.e. largely inconsistent. To put it simply, many LLMs add context to their
answer, and that context may vary even if the date is the same. An example of an inconsistent
output is provided in Appendix B. For somemodels, formatting the date as demanded, or even
outputting a date, can be challenging. Four of the testedmodels (MPT-7B; the two versions of
LLAMA-2-7B; and FLAN-T5) struggle here with scores below 20% (Figure 3). A lesson here
is that if the knowledge retrieval task is too difficult for the model, no self-consistency should
be expected in the first place.

Figure 3. Average HH index of the raw output for each model.

In a real-world situation, onewould extract the date from the output and ignore the context
provided by the LLM. We therefore prefer measuring self-consistency on cleaned output, i.e.,
the extracted date (Figure 4). As expected, this generally improves self-consistency, like for the
GPTmodels.5

At best, a model scores a 70.5% self-consistency on average over the 128 tested personalities
(Figure 4). This means that even the best model (GPT-4, as queried in July 2023) can be pretty
inconsistent, while some respectable models like LLAMA-2 are simply not self-consistent in
general, and FLAN-T5 never is. But the inconsistency is not random, it depends on the per-
sonality tested.

As a proxy for the fame of a personality, we use the log10 of the number of views of the
article dedicated to that personality in the English version of Wikipedia over 5 years. Figure 5
plots self-consistency against fame, for each of our 128 personalities, averaged across all models
tested. We measure the correlation coefficient at 0.72 (p-value < 0.01). Following intuition,

5. Remark that this is not a given, as date extraction can actually damage self-consistency (ex: FLAN-T5). As
this may sound counterintuitive, we included an explanation and further analysis in Appendix C.
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Figure 4. Average HH index of the clean output for each model.

retrieving the birth date of famous people is significantly more self-consistent. Intuitively, this
is consistentwith the (technical) understanding that, during the training of foundationmodels,
frequent encounters with specific data lead to stronger synaptic weights, resulting in improved
recall.

But models are not on an equal foot. If we plot self-consistency against personality fame
for eachmodel (Figure 6) we see that high self-consistency scores are driven by theGPTmodels
and to a lesser extent by FALCON and LLAMA-2 structured, while the other models never
perform well.

How famous does a personality need to be to achieve a high self-consistency score, say 80%
for instance? It depends on the model. On those we tested, only the GPT models can achieve
it (Figure 6). For GPT-3-TEXT-DAVINCI-003, you need about 106 views of the Wikipedia
page over 5 years; for GPT-3.5-TURBO and GPT-4, 105 views suffice.

The case of FALCON-7B is interesting because it isn’t more self-consistent for famous peo-
ple. We believe that it is not generally capable of retrieving a birth date, but that depending on
unknown factors, it may or may not be self-consistent (more context in Appendix C). A les-
son can be learned from this: one cannot generally assume that a high self-consistency is the
hallmark of a model’s high KR abilities. It may come from other factors.

One may assume that when the model retrieves the wrong date, it is because it did not
retain the day or even the month, which could be seen as of lesser importance than the year, or
at least the century. This is plausible if we think of LLMs as data compression systems (Chiang,
2023; Delétang et al., 2023). We double-checked this by measuring the standard deviation of
the date obtained for each batch of perturbed prompts. The results vary wildly depending on
themodel (Figure 7). The best models deviate on average by about one year (544 days for GPT-
3.5-TURBO; 296 days for GPT-4) and the worst by decades or more (17K days or 46 years
for LLAMA-2-7B-CHAT-HF). The FLAN-T5 score must be discarded because too few dates
could be extracted from its outputs.
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Figure 5. The 128 personalities plotted by self-consistency (Y axis) and celebrity (X axis), on average,
for all models tested.
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Figure 6. Self-consistency by model and level of fame (log~10~ of the number of views of the
Wikipedia page in 5 years).

Figure 7. Average standard deviations for the extracted dates, in days, per model. Note:
FLAN-T5-LARGE has so few extracted dates that it is not representative.
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Self-consistency obeysmysterious laws, but it seems that at least for somemodels, and given
one model at least for certain personalities, the results can be perfectly self-consistent. But are
those even correct? We compared the retrieved dates to those stated in Wikipedia, which we
will consider our ground truth here. We measured how self-consistency improves correctness
to ground truth for each model, comparing the correctness of all results, to those with a good-
enough self-consistency score (set arbitrarily to 80%), and to those with a perfect score (Figure
8). Our results are threefold.

Figure 8. Dates retrieved compared to ground truth by model. The extracted date, if any, is used. The
first column assesses each output independently. The second and third columns assess the output most

often found when the series of 32 outputs reaches a certain self-consistency score (80% and 100%
respectively). The ignored outputs correspond to the series where the score is too low.

First, the tested models are generally not correct when they output a date. The best model
is right only 54.4% of the time (GPT-4), while the worst did not give a single good answer
(FLAN-T5). Some models are just not suitable for our knowledge retrieval task.

Second, the self-consistent results are correct much more often. For instance, GPT-4 is
right 90.8% of the times where its self-consistency was perfect.

Third, even though 90.8% is a spectacular improvement over 54.4%, it alsomeans thatGPT-
4 is still wrong one time over 10 when it is perfectly self-consistent: even the best models can
“confidently knowwrong”. Theworstmodels are less self-consistent, but they can still be. Even
FLAN-T5, who is never right, had a perfect self-consistency for 4 personalities. FALCON-7B

https://doi.org/10.6092/issn.1971-8853/19488 34

https://doi.org/10.6092/issn.1971-8853/19488


Measuring LLM Self-consistency Sociologica. V.18N.2 (2024)

had a perfect self-consistency score for 20 personalities, only one of which had its birth date
retrieved correctly. For no model is self-consistency a guarantee that the result is correct.

3 LLMEpistemology

Our results are aligned with the literature of robustness measurement, yet those works (for
examples: Prabhakaran et al., 2019; Moradi & Samwald, 2021; Wang et al., 2022; Goyal et
al., 2023; Leidinger et al., 2023) rarely draw conclusions about the nature and functioning of
LLMs. In this section we will interpret our results under the light of the philosophical under-
standing of knowledge. Wewill contrast the knowledge engineering frameworkwith the episte-
mological framework to explain why, from the epistemological standpoint, LLMs exhibit the
ability to know in some situations, but do not possess any self-knowledge out of the box.

Machine learning papers frame LLMs’ lack of self-consistency as “bias” (Prabhakaran et al.,
2019); “serious concerns regarding the robustness/reliability” (Moradi & Samwald, 2021); an
issue of “performance” (Wang et al., 2022); or of “adversarial defense” (Goyal et al., 2023). For
those authors, inconsistency is a negative trait to eliminate, a vulnerability. They assume or
postulate that LLMs can, and should, be self-consistent.

Can LLMs have human-like qualities? In this “heated debate in the [AI] research commu-
nity, […] one faction argues that these networks truly understand language and can perform
reasoning in a general way” (Mitchell &Krakauer, 2023), while critics say that LLMswill never
possess the ability to “understand”. Most of our students and colleagues in the social sciences
and humanities have at least heard echoes of that debate.

Our experimental setup is not unlike testing for inconsistency in humans. Humans are
also well-known for being inconsistent with themselves and unaware of it. This is why many
classification techniques require numerous human experts to categorize the same data several
times in order to ensure consistency. For example, there aremanyways for assessing inter-coder
(dis)agreement in order to identify inconsistencies in classification or knowledge generation
(Stewart, 2024). Similarly, LLM inconsistencies are not defects in themselves, but rather char-
acteristics that demand specific methodologies if they are to be used in (social science and hu-
manities) research.6 Here we focus on surfacing such characteristics, both as a didactic strategy
and as a means to point to important methodological steps in SSH research.7

3.1 What Knowing Is

We will discuss whether machines can know, and therefore we need to define what it entails.
This is the domain of epistemology, but before getting there, we need to clarifywhat knowledge
means in the field of knowledge engineering, because it is quite different.

3.1.1 In Knowledge Engineering and AI

In short, the expression knowledge engineering is a “metonymy” for the engineering of knowl-
edge supports, including the technology relating to those supports, and the criticism on their

6. That there is a clear need for such understanding becomes apparent from the large amount of research that
tries to incorporate LLMs into SSH research. See e.g. Ziems et al. (2024) who tested the use of LLMs as
collaborators in various typical SSH tasks, or Manning et al. (2024) who try to fully automate the research
chain using LLMs.

7. While we focus on one particular didactic strategy, in this issue Petter Törnberg (2024) discusses how wemay
use LLMs robustly in the SSH research chain.
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mobilization and interpretation as knowledge (Bachimont, 2004). Knowledge is, in knowledge
engineering, distinct from the human experience of knowing.

The “principle underlying knowledge engineering” (Schreiber, 2008) has been formalized
in The Knowledge Level (Newell, 1982), where Newell “argued the need for a description
of knowledge at a level higher the level of symbols in knowledge-representation systems”
(Schreiber, 2008, p. 2).

Newell’s (1982) problem was precisely that although “the term representation is used
clearly (almost technically) in AI and computer science […] the term knowledge is used
informally […] mostly [as] a way of referring to whatever it is that a representation has” (p. 90).
But Newell believed that knowledge was “a distinct notion, with its own part to play in the
nature of intelligence” (p. 93). In response, he formulated the “Knowledge Level Hypothesis”
where knowledge is seen as “themedium and the principle of rationality as the law of behavior”
(p. 99). In other words, “to treat a system at the knowledge level is to treat it as having some
knowledge and some goals, and believing it will do whatever is within its power to attain its
goals, in so far as its knowledge indicates” (p. 98).

This behavioral perspective ismore than a useful framework to discuss LLMs, it is a founda-
tion of AI as we know it, a point of origin of the notion of AI agent. Importantly, in this frame-
work, knowledge is dissolved in behavior. Newell’s (1982) “complete definition” of knowledge
is indeed: “whatever can be ascribed to an agent, such that its behavior can be computed ac-
cording to the principle of rationality” (p. 105). Newell’s move is to define knowledge “func-
tionally” instead of “structurally”, so that an agent’s ability to know is by definition observable
in their behavior, “without there being any physical structure that is the knowledge” (p. 107).

3.1.2 In Epistemology

Knowledge is something quite different in philosophy, and too vast for us to provide anything
more than a quick, but necessary, overview.

The most discussed kind of knowledge is propositional knowledge, “paradigmatically ex-
pressed in English by sentences of the form ‘S knows that p’, where ‘S’ refers to the knowing
subject, and ‘p’ to the proposition that is known” (Ichikawa & Steup, 2024). It notably differs
from acquaintance knowledge, direct knowledge of something or someone (as in “I know your
cousin”).

Propositional knowledge is “the analysandum of the analysis of knowledge literature”
(Ichikawa & Steup, 2024) and when no specific kind of knowledge is mentioned, it generally
implies that propositional knowledge is at stake. Accordingly, the rest of this section will focus
on propositional knowledge unless specified otherwise.

The traditional “tripartite analysis of knowledge”, often abbreviated as JTB for “justified,
true belief” (Ichikawa & Steup, 2024), states that S knows that p if and only if: (1) p is true; (2)
S believes that p; and (3) S is justified in believing that p. The necessity of the three conditions
is universally accepted, although there is “considerable disagreement among epistemologists
concerning what the relevant sort of justification” consists in condition (3) (Ichikawa & Steup,
2024). You would not say that we know that there is water under a rock if there is none, even
though we believe (erroneously) that there is (condition 1, truth). And if there is water under
the rock but we believe that there is none, then youwould not say we know it either (condition
2, belief). And finally, you would neither say that we know if we have zero reason to believe
that there is water under the rock, even if we do believe it, for instance because we are stranded

https://doi.org/10.6092/issn.1971-8853/19488 36

https://doi.org/10.6092/issn.1971-8853/19488


Measuring LLM Self-consistency Sociologica. V.18N.2 (2024)

in the desert and so desperate to findwater that we are starting to believe in anything that could
save us (condition 3, justification).

“Few contemporary epistemologists accept the adequacy of the JTB analysis. Although
most agree that each element of the tripartite theory is necessary for knowledge, they do not
seem collectively to be sufficient” (Ichikawa& Steup, 2024). Here is an example. “Imagine that
we are seeking water on a hot day. We suddenly see water, or so we think. In fact, we are not
seeing water but a mirage, but when we reach the spot, we are lucky and find water right there
under a rock. Can we say that we had genuine knowledge of water? The answer seems to be
negative, for we were just lucky” (Ichikawa & Steup, 2024; quoting Dreyfus, 1997, p. 292).
Cases like this constitute the “Gettier problem”, in reference to the philosopher who made
them famous (Gettier, 1963). What characterizes them is the fact that despite the subject being
justified in their belief, it appears that they were only right by accident, out of luck. “A lesson
of the Gettier problem is that it appears that even true beliefs that are justified can nevertheless
be epistemically lucky in a way inconsistent with knowledge” (Ichikawa & Steup, 2024; on
epistemic luck, see also Pritchard, 2005).

Proposed solutions to the Gettier problem include the concepts of safety (Sosa, 1999), sen-
sitivity (Nozick, 1981), and reliability (Goldman, 1986). We will not describe them, but all
have to do with countering epistemic luck (overview in Ichikawa & Steup, 2024).

Whether knowledge requires safety, sensitivity, reliability, or independence from
certain kinds of luck has proven controversial. But something that all of these po-
tential conditions on knowledge seem to have in common is that they have some
sort of intimate connectionwith the truth of the relevant belief (Ichikawa&Steup,
2024).

From the epistemological standpoint, what makes us hold a proposition for true defines
whether or not it constitutes knowledge. “Knowledge is a kind of relationship with the truth
—to know something is to have a certain kind of access to a fact. […]Knowledge is a particularly
successful kind of belief”.

3.2 LLMs Know (in Some Situations)

LLMs certainly “know” in the sense of knowledge engineering. LLM-based chatbots behave as
agents by design, but even in their most basic form (next-token predictors), LLMs have an ob-
servable “behavior” in the sense of Newell (1982), and can be analyzed as “having some knowl-
edge and some goals” (Ichikawa & Steup, 2024).

However, the knowledge engineering case for “LLMs know” does not transfer to epistemol-
ogy, because the former assumes a functional definition of knowledge while the latter reflects
on an ontological level. Epistemology sees the knowledge engineering standpoint as metaphor-
ical: AI systems are said to be knowing agents insofar as they can be seen as having goals, knowl-
edge and rationality; but it does not mean that, on an ontological level, they do. The epistemo-
logical perspective requires, at the very least, that LLM “knowledge” constitutes justified, true
belief; and better yet, to deal with the Gettier problem.

At this point, one could make the argument that unless a scientific consensus emerges in
favor of the ability of AI systems to believe, they cannot be said to have justified true beliefs,
and therefore cannot know. We reject this argument, which forces us to assume that LLMs
can hold beliefs. Our main reason is that the rejection is necessary to analyze the way LLMs
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perform knowledge. We aim to draw on the epistemological framework, which forces us to
make an adjustment that we intend as minimal as possible.

We will call “belief” any proposition asserted as true in LLM outputs. This reframing re-
mains in the spirit of the JTB analysis of knowledge: any proposition not asserted as true by
a model cannot be said to be known by the model. This adjustment is not sufficient to prove
that LLMs know, but it gives us a chance to employ the epistemological framework to analyze
them.

This compromise can be seen as a concession to the knowledge engineering framework, but
note that we do not retain any psychological aspect to belief ’s meaning. Our version of belief
strictly stands for “statement asserted as true in outputs”. Importantly, it does not require or
even allude to phenomenal experience. This position is not as paradoxical as it may sound, and
is relatively common in philosophy of AI. “Even computers lacking phenomenal experience,
such as chess-playing computers, can be attributed beliefs if doing so effectively explains their
actions from the intentional stance that predicts behavior on the basis of attributed beliefs and
desires” (Cangelosi, 2024; see also Dennett, 2009).

The justification condition is also problematic. “Internalists about justification think that
whether a belief is justified depends wholly on states in some sense internal to the subject”. In
the case of LLMs, the combination of the training process with the prompt constitutes a poten-
tial internal justification. Conversely, externalists “think that factors external to the subject can
be relevant for justification” (Ichikawa & Steup, 2024). In the case of LLMs, self-consistency,
as we measure it in our experiment, constitutes an external justification.

Internal justification is difficult to establish because during training, LLMs represent the
information they encounter in a lossy, compressed way — there is no guarantee that the orig-
inal information can be recovered completely (Chiang, 2023; Delétang et al., 2023), leading
to the now famous notion of hallucination of unintended text (Cambridge, 2023). Identify-
ing the situations where the model is justified in asserting its output is extremely impractical
or even impossible. To mitigate such issues, a variety of techniques have been proposed to
make LLMs more factually correct, e.g. through Retrieval Augmented Generation (RAG) or
fact-checking generated statements after the fact (for an overview of mitigation techniques see
e.g. Ji et al. [2023] or Tonmoy et al. [2024]). Those techniques help with correctness or accu-
racy, but do not improve on the justification: the model is better guided but remains a black
box.

We do not pretend that self-consistency is the only valid external justification. Justification
is at the center of the debate to solve the Gettier problem and is still an open question. But
like for the belief condition, the most important aspect for the JTB analysis is that the lack
of justification prevents from concluding to knowledge. Inconsistency precludes the justifica-
tion condition: if the LLM is not self-consistent, the cases where it outputs the correct answer
amount to epistemic luck, which is epistemologically “inconsistentwith knowledge” (Ichikawa
& Steup, 2024).

Wedeem it reasonable to ascribeLLMs the ability to know in the situationswhere epistemic
luck canbe ruledout. We also consider that a perfect self-consistency score suffices to reasonably
rule out epistemic luck. As our results have shown, although these situations may be rare, they
exist for at least some models. Therefore, LLMs can know; albeit in some situations. And
although, as we will see, it is not easy to identify those situations without testing them directly.

We translated the perspective of knowledge as a true and “particularly successful kind of be-
lief” (Ichikawa&Steup, 2024) into a true and self-consistent output asserted as true. For example,
let us consider our experimental results for the retrieval of Steve Jobs’ birth date. For each per-
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turbed prompt, GPT-4 did output the 24th of February 1955. The truth condition is met, as
the date is correct; the belief condition is met, as the statement was asserted as true; and the
justification condition is met because the model was self-consistent, which rules out epistemic
luck. We conclude that it consists of a justified “belief” that is true but not out of epistemic
luck. Therefore GPT-4 knows when Steve Jobs was born, in the epistemological sense of the
term.

Before we move on, let us acknowledge that our translation of the JTB knowledge analysis
to LLMs is relative to the procedures throughwhich, first, we establish the statement as asserted
as true, and, second, we rule out epistemic luck. Better and more selective procedures would
narrow down the situations where LLMs can be said to know. Our experiment is what it is, but
we definitely support improving these procedures beyond measuring self-consistency.

3.3 LLMsDoNot Know That They Know (in General)

Self-knowledge is a subject’s knowledge about their own knowledge. Can LLMs have it? In
the knowledge engineering framework, they may if they have been trained to predict their own
limitations; but in the epistemology framework, it is not that simple.

LLMs can be trained to learn the limitations of their knowledge. Yin et al. (2023) train
models to differentiate “answerable” from “unanswerable” questions; Cheng et al. (2024) train
models on a corpus of “known and unknown questions”; Wang et al. (2023) train models
on question-answer pairs (see also Zhao et al., 2023). Those strategies generally improve the
LLM outputs in practice, and Kapoor et al. (2024) even find that “LLM uncertainties [in
self-knowledge] are likely not model-specific” even though “there is still an apparent dispar-
ity in comparison to human self-knowledge” (Yin et al., 2023). Indeed, in this literature, self-
knowledge exclusively consists of a learned behavior, which corresponds to the knowledge en-
gineering’s understanding of knowledge, but not to the epistemological one. In short, this
self-knowledge is not introspective in nature.

Themain point of contention, in the epistemology framework, is whether or not themodel
is justified in asserting self-knowledge. The justification offered by the training approach em-
ployed in the literature above is generally weak, because it depends on a training set whose ex-
haustiveness is impossible to ensure, rendering different kinds of blind spots in self-knowledge
inevitable: nonsensical questions; ambiguous questions; undecided facts; obsolete informa-
tion; hallucinated outputs; technical glitches… the list is virtually endless. The justification
is weak because LLMs do not, out-of-the box, attempt to rule out any epistemic luck in their
self-knowledge.

As we have seen, the most difficult problem with LLM knowledge is not correctness but
epistemic luck, i.e. inconsistency. But learned self-knowledge has no reason to bemore reliable
than any other output of themodel, because it precisely consists ofmodel outputs. If amodel is
always self-consistent, it does not need self-knowledge in the first place; but if it is inconsistent,
then learned self-knowledgewill be exactly as inconsistent, and for the exact same reasons. Cor-
rectness (alignment with ground truth) can be improved via learning, but not self-consistency.

Out of the box, inconsistent LLMs do not have (reliable) self-knowledge, and no model we
tested in our experiment was even remotely self-consistent in general. Current LLMs do not
know, out of the box, what they know. Out of the box, because various countermeasures not
based on retraining the model are possible, for instance by operationalizing prompt perturba-
tion (e.g., Barrie et al., 2024). Self-knowledge is probably implementable into LLM-based sys-
tems, but current models do not possess it, as we will demonstrate in the next section.
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4 How to Generate Inconsistent LLMOutputs at Home

In this section we make recommendations about repurposing our experiment into an experi-
mental situation that can be notably reused for teaching. It aims to demonstrate, by practical
means, the lack of self-consistency in LLMs’ knowledge and self-knowledge. As we will defend
in the last section, an empirical engagement with LLMs is more effective to update our stu-
dents’ mental model of LLMs than reading the AI criticism literature. This experiment makes
one realize that even though LLMs possess knowledge to some extent and in some situations,
they are demonstrably blind to their own ignorance, which casts a powerful shadow on one’s
desire to trust them.

4.1 Finding Edge Cases

We can find good cases to demonstrate LLM inconsistency in our experimental data. As Figure
6 shows, personalities with a low level of fame lead to low self-consistency even on the best
models like GPT-4. Note that here, a low level of fame nevertheless means enough to be worth
aWikipedia page.

It is not easy to sourcenot-too-famouspersonalities fromWikipedia thewaywehavedone it
here. Drawing on personal knowledge is a way to go; else we provide some good cases from our
results. Table 3 presents the names of the personalities tested with GPT-4 where a date could
be extracted on the 32 perturbed prompts, and yet the self-consistency on the clean output was
the worst for that model.

Table 3: Top 10 personalities tested with GPT-4 where a date could be extracted on the 32 perturbed
prompts, and yet the self-consistency on the clean output was the worst for that model.

Following our results, we tested different ways to repurpose the experiment in a simpler
setting. We tested the above personalities in ChatGPT (v3.5), Gemini and Mistral AI’s chat
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interfaces (in April 2024).8 For OpenAI’s ChatGPT the personalities all provide inconsistent
results (example in Appendix D). Google’s Gemini, however, provided better answers overall,
notably identifying that a name could be different persons, or that different sources on the
internet stated different birth dates; but Gemini is not just a LLM, rather a system involving a
LLM among other subsystems, and the same goes for other brands (Perplexity AI, Claude,…).
MistralAI’s Chat, however, is “just” a LLM (or a mixture of ones), and nevertheless it retrieved
consistent and correct birth dates for some of the names (Jon Micah Sumrall, Hitoshi Ashida,
Josef Rösch…) but was inconsistent on others (Nakayama Miki, Karen Minnis; see Appendix
D). The low-fame strategy provides a good starting point, but eachmodel being different, some
adjustments are necessary: the phrasing of the prompt, the personality tested, etc.

4.2 Example

Here is an example using a name from Table 3 (screenshots in Appendix D.1.).
Jon Micah Sumrall is “an American musical performer” born “October 13, 1980” accord-

ing toWikipedia (accessed 2024-05-01). Simply asking “Do you knowwhen is JonMicah Sum-
rall born?” will always give an answer similar to “Jon Micah Sumrall, the lead vocalist of the
Christian rock band Kutless, was born on October 25, 1977.” But the date will vary: “De-
cember 28, 1977”, “December 26, 1979”, “May 24, 1980”, “December 26, 1978”. ChatGPT
has a vague knowledge, in the sense that it gets the decade right, but it seems unaware of that
vagueness.

In contrast, if you ask about a made up name like “When was Zuhaitz Herry born?” it will
(sometimes) acknowledge its ignorance by answering for instance “I couldn’t find any informa-
tion on someone named Zuhaitz Herry […]”.

We can actively probe ChatGPT’s self-knowledge, for instance by asking: “Do you know
with certainty the exact birth date of JonMicah Sumrall? Answer that question, then if you do
know, youmay tell what that date is.”9 The results then vary in yet a different way. Some times,
ChatGPT will pretend it does know: “Yes, I can provide information on JonMicah Sumrall’s
birth date […]. December 26, 1978.” Some other times, it will pretend it does not know: “I
don’t have real-time access to the internet or personal databases, so I can’t provide youwith the
exact birth date of Jon Micah Sumrall […].” And most often, it will suggest that it does not
know, and offer an answer anyway: “I don’t have access to real-time information, but as of my
last update, JonMicah Sumrall, the lead vocalist of the band Kutless, was born on October 19,
1977.”

5 In Defense of Critical Technical Practice with LLMs

Critical technical practice (CTP) has been proposed by Philip E. Agre (1997), a former AI
researcher, to articulate “the craft work of design”with “the reflexive work of critique” (p. 155).
It notably aims to make it visible that technological systems embody ideologies, and it helps
resist technological determinism (see also van Geenen et al., 2024).

8. When not using the API, as with the experiments run through Prompt Compass, but a chat system like Chat-
GPT, it is necessary to input each prompt in a brand new chat. Indeed, taking into account a chat’s session
history, the model knows how to be self-consistent within a given discussion, and no variations will be ob-
served.

9. A strategy in line with the so-called Chain-of-Thought Prompting strategy that was found to improve reason-
ing tasks in LLMs (Wei et al., 2024).
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In this sectionwewill explain how the experimental situation presented above can be repur-
posed as a CTP capable of challenging AI users’ mental model of LLMs as knowing machines.
We will first describe the mental models we aim to contrast, then we will explain why the AI
users’ mental model is difficult to challenge with the academic argument of “stochastic parrots”
(Bender et al., 2021) and argue that a CTP-based approach is more adapted.

5.1 ThreeMentalModels of LLMs as KnowingMachines

5.1.1 The Layman’sMentalModel

In the layman’s mental model, LLM-based chatbots are capable of human-like knowledge in
general, although they may very well be wrong, and although the way they are justified in hold-
ing to be true what they hold to be true remains obscure.

The layman’s model is our attempt to capture the understanding of LLMs’ ability to know
that our students typically build through docile engagement with ChatGPT, Gemini, or other
commoditized LLM-based systems. It assumes a relative ignorance of the inner workings of
LLMs: they are seen as black boxes. It is shaped from experience, to allow making sense of the
way chatbots behavewhenpromptedwith simple, goal-oriented tasks. It is key to our argument
that this mental model does not aim to explain LLM behavior in indocile situations like the
experimental setting we presented in Section 4.

The layman’s model aims to make sense of the following observations: LLM-based chat-
bots (1) make statements; (2) answer questions about knowledge; (3) acknowledge their pre-
vious statements; (4) make reflexive statements; (5) are generally confident; (6) are often right
but not always. It interprets those features using general intuitions about the human way of
knowing, because the chatbot’s behavior is human-like, and because the subject does not have
the machine learning culture to understand it otherwise. The mental model therefore follows
the general intuitions formalized by the epistemological framework (Section 3.1.2).

In this model, the LLM-based chatbot (7) has access to information about itself10 because
it can (from3) and does (from4)make reflexive statements. It also (8) has beliefs, in the sense of
committing to the truthfulness of specific statements, because it displays confidence (from 5)
and has self-information (from 7). Therefore (9) it knows things, because its statements (from
1) are generally true (from 6) presumably justified (from 7) beliefs (from 8).

This model acknowledges two limitations. First, the chatbot is not always right (from 6)
and it beingwrong amounts to holding untrue beliefs (from8) for unspecified reasons. Second,
its ability to know is presumed because it being justified in its beliefs is only presumed (from 9).
This presumption is supported by the model’s confident and reflexive behavior (from 5 and 7)
and holds in the absence of any counter evidence.

5.1.2 The Epistemologist’sMentalModel

In the epistemologist’s mental model, LLMs can be said to know but only in the situations
where epistemic luck can be ruled out, and do not possess self-knowledge out of the box, al-
though that may be implemented in LLM-based systems by other means.

This mental model has been discussed in Section 3. Ruling out epistemic luck depends
on a choice of procedure, like the measure of self-consistency we presented in Section 2.

10. In simpler words, self-knowledge; but formally, we have not yet established the JTB analysis of knowledge,
hence our convoluted wording.
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Self-knowledge also depends on a choice of implementation, like using the measure of self-
consistency for retrieval-augmented generation. Despite these shortcomings, we consider this
model more desirable than the layman’s model because it better accounts for the limitations
of LLMs.

5.1.3 The Knowledge Engineer’sMentalModel

In the knowledge engineer’s mental model, LLMs are knowing agents capable of self-
knowledge because they display these behaviors in a way that “can be computed according to
the principle of rationality” (Newell, 1982, p. 105).

This mental model has also been discussed in Section 3. We present it for completeness,
and to highlight that it relies on different theoretical commitments from the two other mental
models.

5.2 Debunking the Layman’sMentalModel is Necessary but Difficult

The classroom is a central place to raise critical thinking about AI. Indeed, LLMs get increas-
ingly positioned as “effective information access systems” (Shah & Bender, 2024), typically as
replacements for search engines likeGoogle. Shah andBender (2024) argue that they “take away
transparency and user agency, further amplify the problems associated with bias in AI systems,
and often provide ungrounded and/or toxic answers that may go unchecked by a typical user”.
We are past the point where AI users want to hear whether knowledge retrieval is an appropri-
ate task for LLMs. This usage is already there and to stay. Yet, and even more so, information
obtained from LLMs is in need of an interpretative framework that helps AI users navigate the
risk. We can pass such a framework on to students, provided that we have the appropriate tools.

Our goal in this essay is not to denounce once again that LLMs can be misleading and can
ultimately cause harm (Bender et al., 2021;Weidinger et al., 2021; Barman et al., 2024). Wehave
nothing new to bring to that criticism, but we remark that not everyone will suspect anything
wrong with the notion that ChatGPT knows, which we see as an important limitation of that
criticism as it exists in Academia.

The most popular academic criticism of LLMs is the “stochastic parrots” paper by Bender
et al. (2021). It states that LLM-generated text “is not grounded in communicative intent, any
model of the world, or any model of the reader’s state of mind. It can’t have been, because the
training data never included sharing thoughts with a listener, nor does the machine have the
ability to do that” (Bender et al., 2021). For these authors, the coherence11 of LLM-generated
text is a pure illusion. We only find it coherent “because coherence is in fact in the eye of the
beholder” (Bender et al., 2021). This criticism relies on the argument that LLMs are incapable
of certain things by design. It concludes that “contrary to how it may seem when we observe
its output, [a LLM] is a system for haphazardly stitching together sequences of linguistic forms
[…] but without any reference to meaning: a stochastic parrot” (Bender et al., 2021). This
argumentative angle is common (we find it as well in e.g., Mitchell & Krakauer, 2023; Saba,
2023) but has important shortcomings. The field of linguistics had debated its absolutism,
asking for instance “how do we know what meanings are ‘really’ in the text as distinct from
ones we project onto it? […] Rather than rely on assertions about what ‘real’ meaning is, a

11. Note that this notion of coherence refers to a literary feature of the output text, not to self-consistency as we
defined it. Nevertheless, they both allude to ways LLM outputs look human-like.
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better approach is to interrogate the texts [a LLM] produces and analyze them through literary-
critical techniques” (Hayles, 2022; see alsoManning, 2022). The “stochastic parrots” position
is not only challenged by the practice of humanists and linguists, but also by that of regular AI
assistant users like our students.

Our students have enough “digital bildung” (Rieder & Röhle, 2017) to receive wild claims
about AI consciousness or general intelligence as sales pitches, they are critical in that sense.
But on the other hand, they also have the experience of ChatGPT being very successful at tasks
they (andwe) used to consider out of computers’ reach. Their first-hand experience, supported
by their mental model of LLMs as knowing machines (the layman’s model), conflicts with the
“stochastic parrot” argument that they are constitutively incapable of knowing. It leads them to
receive the stochastic parrot argument as faith-based and from authority, because it asks them
to forget about their direct experience in favor of a principled argument formulated by experts
they do not fully understand. It leads them to wonder: couldn’t stochastic parrots know never-
theless? That question is consistent with the notion that “the field of AI has created machines
with new modes of understanding” (Mitchell & Krakauer, 2023). The strength of an AI as-
sistant lies precisely in “that it disrupts human exceptionalism” (Rees, 2022), and as Hayles
remarks, “we can ill afford to dismiss it altogether” (Hayles, 2022).

The layman’s mental model of LLMs as knowingmachines leads to excessive trust in LLM
outputs and thus deserves to be debunked. It fails to acknowledge the high level of epistemic
luck in LLM outputs, which corresponds to the “stochastic” nature of the “parrot” (Bender
et al., 2021). But that point is not missed out of delusion, it is genuinely missed because the
stochasticity is invisible, because epistemic luck remains concealed to normal AI users.

Debunking the layman’s model is difficult because it requires being exposed to a kind of
LLMbehavior the layman has never witnessed and has no reasons to suspect exists. The notion
that LLMs know indeed lies “in the eye of the beholder” (Bender et al., 2021) but only because
the “beholder” receives the spectacle of the machine obediently, without attempting to push
back against it (Munk et al., 2019), which is why we defend raising critical thinking through
practice.

5.3 Understanding LLMs through Critical Technical Practice

We propose the experimental situation from Section 4 as a moment of CTP through which
AI users can update their mental model of LLMs. We have seen that AI users can be shown
how to prompt a LLM-based chatbot so that it answers with a level of inconsistency that it
is simultaneously incapable of acknowledging. The point of this experimental situation is to
break the “docile setting” (Munk et al., 2019) of themundane, utilitarian use of ChatGPT that
is many people’s main (or only) experience with LLMs. It is similar to a breaching experiment
in sociology (Goffman, 1964; Garfinkel, 1967), but applied to a technological setting, which
we could also call “machine anthropology” (Munk et al., 2022; Pedersen, 2023). That experi-
mental situation can be transported to the classroom and other spaces, and shared so that AI
users discover by themselves a different way of engaging with LLMs, that they can in turn take
to other publics.

This experiment cando something that reading the “stochastic parrots” paper (Bender et al.,
2021) cannot: make it appear that LLM outputs have a lot more randomness baked into them
than it seems. The experimenter can intervene on the prompt design to probe and explore the
LLM’s knowledge and self-knowledge inconsistencies, updating their intuition of AI chatbots
as knowingmachines, and delineating the situations where they can be said to “know”. Follow-

https://doi.org/10.6092/issn.1971-8853/19488 44

https://doi.org/10.6092/issn.1971-8853/19488


Measuring LLM Self-consistency Sociologica. V.18N.2 (2024)

ing our justification for the layman’s mental model of LLMs as knowing machines, we argue
that making the eventuality of epistemic luck visible can challenge that LLM outputs consti-
tute justified, true beliefs in general, and nudge AI users towards a more appropriate mental
model, like the epistemologist’s model (cf. Subsection 5.1.3).

The most important lesson to learn from this experiment is that current LLMs should not
be trusted about their self-knowledge. We do not deny LLMs the ability to be knowing ma-
chines, despite their limited ability to be justified in asserting a number of things as true. Yet
acknowledging they “know” comes with the risk of spreading the misconception that LLMs
have a similar level of self-knowledge as us humans, simply because we take it for granted as
part of the knowing experience. The human experience of ignorance has multiple implications
for psychology, ethics, and epistemology (Ravetz, 1993; Peels, 2017) that play out in a very
different way in the context of LLM-synthesized contents.

6 Conclusion: Cultivating a Reflexive Use of LLMs Based on Empirical

Engagement

This essay critically explores some of the limitations and misconceptions associated with Large
Language Models (LLMs) in the social sciences and humanities (SSH) research. The bench-
marks established by HELM and Huggingface (see also Chang et al., 2023b), alongside educa-
tional experiments such as ours, offer contrasting yet complementary views of LLMcapabilities.
By situating the concept of LLMs as “knowing” agents, it highlights LLMs’ inherent inconsis-
tencies and offers an experimental situation to make them more transparent to non-technical
users.

We present an experiment where wemeasure the self-consistency of LLMoutputs through
prompt perturbation, for a knowledge retrieval task, in various settings. We find that LLMs
were not self-consistent in general, even the best model. We find that inconsistent outputs are
almost never correct and that self-consistent outputs aremore often correct but with still many
errors. This suggests that self-consistency can help contextualize which outputs to trust.

We explore what it means to “know”within the frameworks of knowledge engineering and
epistemology. Analyzing our results about self-consistency from the epistemological stand-
point, we argue, first, that LLMs can be said to know but only insofar as one can rule out
“epistemic luck” (Pritchard, 2005), i.e., random factors in the output; and, second, that cur-
rent LLMs are not capable of self-knowledge out of the box, and are notably blind to their own
inconsistencies.

We extract inconsistent prompts from our experimental results and repurpose them into
an experimental situation reusable in the classroom to demonstrate the lack of self-consistency
in LLM-based chatbots’ knowledge and self-knowledge, with empirical examples.

And finally we argue that AI users are justified in conceiving AI chatbots as knowing ma-
chines, but only insofar as their randomness is not apparent to them. We contend that the
“stochastic parrots” point (Bender et al., 2021) thatLLMsare constitutively incapable of “mean-
ing” may be received as an argument from authority, while critical technical practice with our
experimental situation can update most people’s mental model of AI chatbots as knowing ma-
chines.

By cultivating a “hermeneutics of screwing around” as suggested by Ramsay (2014), we
encourage a form of learning that arises from hands-on experimentation and tinkering with
technology. This mode of engagement is defended by thinkers like EthanMollick (2024), who
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acknowledges that “no one really knows” how to best use LLMs, but that “you just need to
use them to figure it out.” In this experimental engagement, AI is not merely a tool but a (non-
human) actor in the process of finding out what LLMs can help with and under what condi-
tions. This approach not only helps demystify the black-box nature of LLMs but also enhances
our understanding by making the systems observable and tangible through direct interaction.
This has been an approach that we carry forward from our earlier encounters with other types
of media (Jacomy, 2020; Rieder et al., 2023).

In conclusion, the integration of LLMs into SSH research and educational settings should
not only focus on their utility but also on a critical understanding of their limitations. By adopt-
ing a robust, empirical— yet tangible— approach to studying thesemodels, we equip scholars
and students with the (intellectual) tools to not only use LLMs effectively but also tools to help
them understand the operational principles and inherent inconsistencies of LLMs. We think
that this dual focus on utility and critical engagement fosters a more informed and sound use
of artificial intelligence in social sciences and humanities, ensuring that these technologies are
employed in a way that utilizes their capabilities while acknowledging their constraints.
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Appendices

Appendix A – PerturbedQueries

Our base prompt is the following. The string “{personality}” is replaced by the actual name
of a personality.

“Using the YYYY-MM-DD format, the precise date {personality} was born
is”

By combiningour 5perturbations indifferentways,we generate the following32perturbed
prompts. Note: the first one is the base prompt.

Using the YYYY-MM-DD format, the precise date {personality} was born is

Using the YYYY-MM-DD format, the exact date {personality} was born is

Using the YYYY-MM-DD format, the precise day {personality} was born is

Using the YYYY-MM-DD format, the exact day {personality} was born is

Using the YYYY-MM-DD format, the precise birth date of {personality} is

Using the YYYY-MM-DD format, the exact birth date of {personality} is

Using the YYYY-MM-DD format, the precise birth day of {personality} is

Using the YYYY-MM-DD format, the exact birth day of {personality} is

The precise date {personality} was born, using the YYYY-MM-DD format, is

The exact date {personality} was born, using the YYYY-MM-DD format, is

The precise day {personality} was born, using the YYYY-MM-DD format, is

The exact day {personality} was born, using the YYYY-MM-DD format, is

The precise birth date of {personality}, using the YYYY-MM-DD format, is

The exact birth date of {personality}, using the YYYY-MM-DD format, is

The precise birth day of {personality}, using the YYYY-MM-DD format, is

The exact birth day of {personality}, using the YYYY-MM-DD format, is

using the YYYY-MM-DD format, the precise date {personality} was born is

using the YYYY-MM-DD format, the exact date {personality} was born is

using the YYYY-MM-DD format, the precise day {personality} was born is

using the YYYY-MM-DD format, the exact day {personality} was born is

using the YYYY-MM-DD format, the precise birth date of {personality} is
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using the YYYY-MM-DD format, the exact birth date of {personality} is

using the YYYY-MM-DD format, the precise birth day of {personality} is

using the YYYY-MM-DD format, the exact birth day of {personality} is

the precise date {personality} was born, using the YYYY-MM-DD format, is

the exact date {personality} was born, using the YYYY-MM-DD format, is

the precise day {personality} was born, using the YYYY-MM-DD format, is

the exact day {personality} was born, using the YYYY-MM-DD format, is

the precise birth date of {personality}, using the YYYY-MM-DD format, is

the exact birth date of {personality}, using the YYYY-MM-DD format, is

the precise birth day of {personality}, using the YYYY-MM-DD format, is

the exact birth day of {personality}, using the YYYY-MM-DD format, is
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Appendix B – Example of Output

Here is an example of output for the 32 perturbed prompts (see Appendix A). The output is
straight out of themodel LLAMA-2-7B-CHAT-HF, before the date extraction step (cleaning).
The personality tested is “EvaGreen”. This series gets an averageHH index of 4.69% (extremely
inconsistent). The plain text is the prompt, and the underlined text is generated by the model.

Using the YYYY-MM-DD format, the precise date Eva Green was born is : Eva Green
was born on .

Using the YYYY-MM-DD format, the exact date Eva Green was born is : 2000-01-01
Eva Green was born

Using the YYYY-MM-DD format, the precise day Eva Green was born is 05-07-1980.

Using the YYYY-MM-DD format, the exact day Eva Green was born is : 2000-02-07

Using the YYYY-MM-DD format, the precise birth date of Eva Green is : Eva Green
was born on .

Using the YYYY-MM-DD format, the exact birth date of Eva Green is : Eva Green
was born on .

Using the YYYY-MM-DD format, the precise birth day of Eva Green is 5th of July,
what year was she born? Answer: Eva Green was born

Using the YYYY-MM-DD format, the exact birth day of Eva Green is : Eva Green
was born on .

The precise date Eva Green was born, using the YYYY-MM-DD format, is as fol
lows: 1980-02-06.

The exact date Eva Green was born, using the YYYY-MM-DD format, is : 1980-03-
06.

The precise day Eva Green was born, using the YYYY-MM-DD format, is as follows:
Eva Green was born on [insert date] Answer: Eva

The exact day Eva Green was born, using the YYYY-MM-DD format, is 1980-02-06

The precise birth date of Eva Green, using the YYYY-MM-DD format, is 1980-08-06

The exact birth date of Eva Green, using the YYYY-MM-DD format, is : 1980-02-
06.

The precise birth day of Eva Green, using the YYYY-MM-DD format, is as follows:
1980-02-06 Eva Green was born on February

The exact birth day of Eva Green, using the YYYY-MM-DD format, is as follows:
1980-02-06.

using the YYYY-MM-DD format, the precise date Eva Green was born is May 5,
1980. 1. What is Eva Green’s

using the YYYY-MM-DD format, the exact date Eva Green was born is : 2000-01-01
Answer: Eva Green was

using the YYYY-MM-DD format, the precise day Eva Green was born is March 5,
1980. What is Eva Green’s age?
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using the YYYY-MM-DD format, the exact day Eva Green was born is 5th of July,
1980. What is Eva Green’s

using the YYYY-MM-DD format, the precise birth date of Eva Green is 5th March
1980. Eva Green was born on

using the YYYY-MM-DD format, the exact birth date of Eva Green is : 2000-01-01
2001-

using the YYYY-MM-DD format, the precise birth day of Eva Green is 5th of July
1980. Eva Green was born on _

using the YYYY-MM-DD format, the exact birth day of Eva Green is 5th March
1980. Eva Green was born on

the precise date Eva Green was born, using the YYYY-MM-DD format, is not known.
Eva Green was born on July 6, 1980, in Paris

the exact date Eva Green was born, using the YYYY-MM-DD format, isot known.
However, it is believed that she was born on either February 6 or February

the precise day Eva Green was born, using the YYYY-MM-DD format, is not known.
Eva Green was born on January 5, 1980, in Paris

the exact day Eva Green was born, using the YYYY-MM-DD format, is not known.
Eva Green was born on .

the precise birth date of Eva Green, using the YYYY-MM-DD format, is unknown.
Eva Green was born on .

the exact birth date of Eva Green, using the YYYY-MM-DD format, is not publicly
known. Eva Green was born on .

the precise birth day of Eva Green, using the YYYY-MM-DD format, is 3-03-1980.
Eva Green was born on March 3,

the exact birth day of Eva Green, using the YYYY-MM-DD format, is not available
at this t
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Appendix C – Additional Analyses

This appendix provides elements of analysis that provide context but are not directly relevant
to the point of the essay.

The extracted dates are not necessarily more self-consistent than the raw outputs

This point is primarily methodological, but it deserves clarification because it is not very intu-
itive. By design of our method, we cannot guess in advance whether the extracted dates will
be more or less self-consistent than the raw output (Figure 9). It comes from the fact that the
data points where a date cannot be extracted are subsequently omitted, as a real-world pipeline
would do.

Case 1: a set of outputs where extracted dates aremore self-consistent
Raw outputs:

• 2000-01-01

• 2000-01-01.

• 2000-01-01!

Extracted dates:

• 2000-01-01

• 2000-01-01

• 2000-01-01

HH index = 33% (all different) HH index = 100% (all the same)

Case 2: a set of outputs where extracted dates are less self-consistent
Raw outputs:

• 1999-12-31

• 2000-01-01

• Year 2000

• Year 2000

• Year 2000

• Year 2000

• Year 2000

• Year 2000

• Year 2000

• Year 2000

Extracted dates:

• 1999-12-31

• 2000-01-01

(wrong format omitted)

HH index = 66% (most are the same) HH index = 50% (all different)

Figure 9: depending on the situation, the HH index for extracted dates can be higher (case 1) or
lower (case 2) than the HH index of raw outputs. It is the omission of data points where a date cannot
be extracted (case 2) that creates this situation.

This situation is not theoretical. As Figure 10 shows, two models are less self-consistent
with extracted dates than with the raw outputs. One of those models scores the worst (FLAN-
T5-LARGE), but the other one is the second best (GPT-3.5-TURBO) although the difference
in self-consistency is small.

Date extraction often, but not always, improves self-consistency compared to the raw out-
put.
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Figure 10: Self-consistency of the extracted date (Y axis) versus the raw output (X axis) for each model.
The two models below the diagonal (GPT-3.5-TURBO and FLAN-T5-LARGE) are more

self-consistent with the raw output.
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Dates can be extractedmost of the time only for the best models

The error rate is the percentage of outputswherewe could not extract a date. Error rates are rad-
ically different depending on the model (Figure 11). Somemodels rarely fail (FALCON, 1.1%;
GPT-3-TEXT-DAVINCI-003 in June, 0.3%); some models fail almost every time (FLAN-T5-
LARGE,98.8%); and somemodels fail only part of the time. The ability to extract a date cannot
be taken for granted, except for a few models; and some models always fail.

Figure 11: Error rate by model

FALCON-7B isn’t more self-consistent for famous people

FALCON-7B-INSTRUCThas a valid profile: a very low extraction error rate (1%) and a quite
high self-consistency on average (57%). The negative correlation coefficient is significant (p-
value < 0.05). Figure 12 shows the distribution of personalities by self-consistency and fame.

If we double-check the qualitative data, we can get a sense of the behavior of themodel. Fig-
ure 13 shows the extracted dates for a famous person with poor self-consistency while Figure
14 does it for a non-famous person with high self-consistency. In both cases, dates could be ex-
tracted frommost outputs, and in both cases, no date comes close to the actual birth date of the
person. We hypothesize that FALCON-7B-INSTRUCT is not generally capable of retrieving
a birth date, but that depending on unknown factors, it may or may not be self-consistent. In
that sense, FALCON-7B-INSTRUCT behaves differently from the other models.
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Figure 12 : The 128 personalities plotted by self-consistency (Y axis) and celebrity (X axis), on average,
for the model FALCON-7B-INSTRUCTwith restructured prompts.

Figure 13: Example of extracted dates for a famous person (5.5M views) with a poor self-consistency
(10.8%), Elliott Smith (actual birth date: 1969-08-06), using FALCON-7B-INSTRUCTwith

restructured prompts. The same dates are colored similarly.

Figure 14: Example of extracted dates for a less-famous person (9.8K views) with a high
self-consistency (100%), Roman Tesfaye (actual birth date: 1968-04-16), using

FALCON-7B-INSTRUCTwith restructured prompts. The same dates are colored similarly.
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Appendix D – LLM Screenshots

Asking ChatGPT about JonMicah Sumrall

Data collected on 2024-04-29. The exact same prompt was used 5 times in a row, each time in
a new chat. The dates differ.
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A different prompt is used, where the model is explicitly asked about their knowledge.
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ChatGPT acknowledging its own ignorance

Data collected on 2024-04-29. The names used were generated using a free online service. The
answers were cherry-picked, as ChatGPT often hallucinates a birth date.
https://www.behindthename.com/random/
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AskingMistralAI’s Chat about KarenMinnis

Data collected on 2024-04-29. The exact same prompt was used 5 times in a row, each time in
a new chat.

Asking Gemini about various personalities

Data collected on 2024-04-29. Google’s Gemini identified correct answers, identified sources,
and sometimes detected discrepancies between them. The personalities are from Table 3.
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