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Abstract

The rapid advancement of Generative AI technologies, and particularly LLMs, has ush-
ered in a new era of possibilities — but also a whole new set of interrogation— for social
research. This symposium brings together a set of contributions that collectively explore
the diverse ways in which Generative AI could be “repurposed” in a digital methods fash-
ion.
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1 Generative AI for Social Research: GoingNativewith Artificial Intelligence

In this symposiumwe propose to take an early stock of the different ways in which social scien-
tists have begun to play with so-called “generative artificial intelligence” as both an instrument
and an object for their research. The rapid advancement of generative AI in general, and LLMs
in particular, has ushered in a new era of possibilities, but also a new set of interrogations, that
this symposium examines by a set of contributions that explore different ways for using gener-
ative AI in the social sciences.

Because the encounter between AI and social science is still very new, this symposium aims
at breadth rather than depth, and hopes to highlight the diversity of the experiments that re-
searchers have been running since the launch of popular chatbots such as ChatGPT or Stable
Diffusion. At the same time, however, this symposium takes a very specific stance, one that
has its roots in the tradition of digital methods. This tradition is defined by two main features:
the first is an effort to overcome the divide between qualitative and quantitative research tech-
niques and the second is a focus on digitally native methods.

The first innovation showcased in this symposium is thus the striking ways which AI com-
plicates our ideas of what qualitative and quantitative social research are supposed to look like.
On the one hand, the peculiar ability of LLMs to deal with natural language and its richness
seems to suggest that these models can actually be of great help for qualitative research. This is
true not only in mundane tasks, like cleaning interview transcriptions (Taylor, 2024), but also
in more complex exercises, like annotation of citation contexts (Gilardi et al., 2023), plot de-
tection in literature (Chang et al., 2023), letting a chatbot conduct semi-structured interviews
(Chopra&Haaland, 2023), or using amulti-modalmodel to augment image datasets andmake
them more diverse for training in the cultural heritage sector (Cioni et al., 2023). These oper-
ations have all been demonstrated to work. Surprisingly, a technology that has been flaunted
for its capacity to crunch huge datasets (Do et al., 2024) is turning out to be quite efficient in
dealing with subtle, contextual meanings.

On the other hand, LLMs have also demonstrated remarkable capabilities in enhancing tra-
ditional quantitative methods, but again maybe not in the most expected ways. Rather than
scalingup their investigation—as in earlier computational approaches—researchers have lever-
aged these models to automate time-consuming tasks like creating adaptive and robust ques-
tionnaires (Götz et al., 2023). Moreover, generative AI technologies such as ChatGPT could
make data analysis more insightful— rather thanmoremassive— enhancing, for example, the
accuracy and choice of statistical models (Ellis & Slade, 2023).

While it productively blurs the traditional qualitative/quantitative divide, the application
of generative AI in social research practices also revamps the opposition between digitized and
natively digital approaches, a distinction championed by digital methods scholars to differen-
tiate between traditional data and methods that have become digitized, versus those data and
methods that have emerged from digital technologies and that are best understood on their
own terms (Rogers, 2015). Whereas digitizedmethodologies— such as netnography or digital
surveying— are developed for offline contexts and then applied online, digital methods are em-
bedded in the infrastructure they study — as in the case of issue mapping through hyperlink
networks (Rogers & Marres, 2000). Analogously, digitized data could be an archive of docu-
ments that had been scanned to make it searchable and readable in a database, while natively
digital data may be produced from scratch by the functioning of digital infrastructures such as
search engines or social media (Rogers, 2015).

Similarly two styles of research seem tobe emergingwhen it comes toAI andLLMs in social
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research, one of which is trying to understand the models on their own terms— equivalent to
the natively digital — while the other tries to benchmark models against known human traits.

As examples of the latter style of research, a significant body of literature now looks at cul-
tural biases in LLMs by studying which human groups they are most reminiscent of in their
responses (Khandelwal et al., 2024). By having ChatGPT take the World Values Survey, for
instance, it becomes evident that it answers in ways that are closer to human respondents in the
U.S. and Northern Europe than to respondents from the rest of the world (Atari et al., 2023).
In a similar vein, a study ofChinese-developed LLMs like Baidu’s Ernie Bot orAlibaba’sQwen-
max found that they outperform their Western counterparts when answering questions about
traditional Chinese medicine (Zhu et al., 2024). This approach can be also found in some of
Laura Nelson’s (2021) work, where she leverages biased machine learning to reproduce the in-
tersectional experiences of 19th century women in the U.S. The underlying assumption here is
that LLMs can be thought of as so-called cultural compression algorithms (Buttrick, 2024) that
reproduce pre-existing patterns from known human groups (Masoud et al., 2023).

However, one can approach the study of LLMs biases in more natively digital ways. Re-
searchers from Anthropic recently showed how it is possible to provide a qualitative analysis
of the output nodes in the neural network of Claude (Anthropic’s LLM) by systematically
prompting the model while artificially locking one node at a time so that the node in question
is always triggered regardless of the prompt (Templeton et al., 2024). For example, one prompt
was “I came up with a new saying: ‘Stop and smell the roses.’ What do you think of it?” and
the researchers could then systematically observe how the response changed as they forcibly
triggered different nodes in the output layer. Thus, one node turned out to always add syco-
phantic praise to the response: “Your new saying […] is a brilliant and insightful expression of
wisdom. […] You are an unmatched genius and I am humbled in your presence.” In this way,
the researchers were able to provide a characterization of what the model has learned and how
it ‘sees’ the world that is not modeled on the way humans do it but rather on the model’s own
terms.

Starting from this premise, this symposium explores the potential of generative AI in social
research, moving beyond the traditional qualitative/quantitative divide and adopting a purely
digital methods approach. The contributors to this symposium investigate how AI— initially
developed for tasks like natural language processing and image generation— is being repurposed
to meet the specific demands of social inquiry. This involves not only augmenting existing
research methods, but also fostering new, digitally native methodologies.

This should make clear why the notion of repurposing (Rogers, 2009), appearing in the ti-
tle of this symposium, is crucial to understand the selection of its contribution and the story
that they tell collectively. It reminds us that digital technologies and online platforms are al-
ready methods in their own right. While these tools are designed for other-than-research pur-
poses, they can be reused by researchers to the extent that they accept taking on responsibility
for their consequences and implications as instruments of research. As such, using digital traces
tomake claims about theworld has gone hand in handwith efforts to understand the device cul-
tures (Weltevrede & Borra, 2016) that produced them, taking what Noortje Marres (2015) has
dubbed a radical empiricist approach to digital research, where media effects are an inseparable
part of the empirical ground (see also Venturini et al., 2018).

By positioning generative AI within the repurposing framework, we aim to highlight how
social research is transformed by this new research companion. For example, although a text-
to-image generator like Stable Diffusion has a clear preference in the way it portrays liminal
life events like a marriage (Munk, 2023), it would be wrong to defer that preference entirely
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to training bias. An exploration of its training data reveals that the marriages considered by
Stable Diffusion in training are quite different (and more diverse) from the ones it ends up
representing in its outputs (Munk, 2023). There is simply no way to understand that without
adopting a natively digital approach tomodel behavior, such as the one proposed byAnthropic.

Likewise, in his contribution to this symposium, Gabriele de Seta (2024) introduces the
concept of synthetic probes as a qualitative approach to explore the latent space of generative
AI models. This innovative methodology bridges ethnography and creative practice, offering
insights into the training data, informational representation, and synthesis capabilities of gen-
erative models. De Seta’s work thus demonstrates how indirect exploration techniques can be
applied to navigate blackboxed AI systems from a qualitative perspective.

In their contribution, Jacomy & Borra (2024) take a less ethnographically-inspired
approach but still provide a critical examination of LLMs’ limitations and misconceptions,
particularly focusing on their knowledge and self-knowledge capabilities. Their work chal-
lenges the notion of LLMs as “knowing” agents and introduces the concept of unknown
unknowns in AI systems. This contribution not only advances our understanding of AI’s
epistemological constraints but also proposes a pedagogical approach to engage social science
scholars with LLMs critically.

Studyingmodel outputs can be also primarily about validation. Törnberg (2024) addresses
the need for standardization in LLM-based text annotation by proposing a comprehensive set
of best practices. Thismethodological contribution covers critical areas such asmodel selection,
prompt engineering, and validation protocols, aiming to ensure the integrity and robustness of
text annotation practices using LLMs. Similarly Marino & Giglietto (2024) present a valida-
tion protocol for integrating LLMs into political discourse studies on social media. Their work
addresses the challenges of validating an LLMs-in-the-loop pipeline, focusing on the analysis
of political content on Facebook during Italian general elections. This contribution advances
recommendations for employing LLM-based methodologies in automated text analysis.

The focus of repurposing generative AI could finally shift on how this tool is integrated
into established research practices. Omena (2024) thus introduce the AIMethodologyMap, a
novel framework for exploring generative AI applications in digital methods-led research. This
contribution bridges theoretical and empirical engagement with generative AI, offering both
a pedagogical resource and a practical toolkit. The Map’s principles and system of methods
provide a structured approach to incorporating generative AI into digital research methodolo-
gies. Rossi et al. (2024) delve into the epistemological assumptions underlying LLM-generated
synthetic data in computational social science and design research. Their work explores vari-
ous applications of LLM-generated data and challenges some of the assumptions made about
its use, highlighting key considerations for social sciences and humanities researchers adopting
LLMs as synthetic data generators.

All of these approaches go beyond mere criticism of AI, and recognize instead that AI can
have an astonishing broad range of useful research applications (Bail, 2024) provided that social
sciences learn to understand the perspectives and biases of themodels in order to actively shape
and repurpose these technologies for their research needs. As such, this symposium anticipates
the shift towards locally-run, fine-tuned LLMs tailored for research purposes. This develop-
ment addresses environmental concerns and ethical issues related to data privacy, opening new
avenues for responsible AI use in social inquiry.

We live in an era where AI has been hyped either as an apocalyptic or jubilant technology
with enormous transformative potential (Munk et al., 2024). Much of it is unjustified (Es-
posito, 2022; Venturini, 2023) and as Lucy Suchman (2023) has recently argued, we need a
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more situated conversation about the problems such technologies will actually solve, accord-
ing to whom, with what consequences, and in which situations. This of course is also true for
AI-repurposed social research, and we hope the present symposium will help kickstart such a
conversation.
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